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PREFACE

This book is an outcome of a course given at Harvard first by G. W. Mackey and later by the author. The original course was modeled on Weil’s book [48] and covered essentially the material of that book with modifications. As Gelfand’s theory of Banach algebras and its applicability to harmonic analysis on groups became better known, the methods and content of the course inevitably shifted in this direction, and the present volume concerns itself almost exclusively with this point of view. Thus our development of the subject centers around Chapters IV and V, in which the elementary theory of Banach algebras is worked out, and groups are relegated to the supporting role of being the principal application.

A typical result of this shift in emphasis and method is our treatment of the Plancherel theorem. This theorem was first formulated and proved as a theorem on a general locally compact Abelian group by Weil. His proof involved the structure theory of groups and was difficult. Then Krein [29] discovered, apparently without knowledge of Weil’s theorem, that the Plancherel theorem was a natural consequence of the application of Gelfand’s theory to the $L^1$ algebra of the group. This led quite naturally to the formulation of the theorem in the setting of an abstract commutative (Banach) algebra with an involution, and we follow Godement [20] in taking this as our basic Plancherel theorem. (An alternate proof of the Plancherel theorem on groups, based on the Krein-Milman theorem, was given by Cartan and Godement [8].)

The choice of Banach algebras as principal theme implies the neglect of certain other tools which are nevertheless important in the investigation of general harmonic analysis, such as the Krein-Milman theorem and von Neumann’s direct integral theory, each of which is susceptible of systematic application. It is believed, however, that the elementary theory of Banach algebras and its
applications constitute a portion of the subject which in itself is of general interest and usefulness, which can serve as an introduction to present-day research in the whole field, and whose treatment has already acquired an elegance promising some measure of permanence.

The specific prerequisites for the reader include a knowledge of the concepts of elementary modern algebra and of metric space topology. In addition, Liouville's theorem from the elementary theory of analytic functions is used twice. In practice it will probably be found that the requirements go further than this, for without some acquaintance with measure theory, general topology, and Banach space theory the reader may find the preliminary material to be such heavy going as to overshadow the main portions of the book. This preliminary material, in Chapters I–III, is therefore presented in a condensed form under the assumption that the reader will not be unfamiliar with the ideas being discussed. Moreover, the topics treated are limited to those which are necessary for later chapters; no effort has been made to write small textbooks of these subjects. With these restrictions in mind, it is nevertheless hoped that the reader will find these chapters self-contained and sufficient for all later purposes.

As we have mentioned above, Chapter IV is the central chapter of the book, containing an exposition of the elements of the theory of Banach algebras in, it is hoped, a more leisurely and systematic manner than found in the first three chapters. Chapter V treats certain special Banach algebras and introduces some of the notions and theorems of harmonic analysis in their abstract forms. Chapter VI is devoted to proving the existence and uniqueness of the Haar integral on an arbitrary locally compact group, and in Chapters VII and VIII the theory of Banach algebras is applied to deduce the standard theory of harmonic analysis on locally compact Abelian groups and compact groups respectively. Topics covered in Chapter VII include positive definite functions and the generalized Bochner theorem, the Fourier transform and Plancherel theorem, the Wiener Tauberian theorem and the Pontriagin duality theorem. Chapter VIII is concerned with
representation theory and the theory of almost periodic functions. We conclude in Chapter IX with a few pages of introduction to the problems and literature of some of the areas in which results are incomplete and interest remains high.
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Chapter I

TOPOLOGY

§ 1. SETS

1A. The reader is assumed to be familiar with the algebra of sets, and the present paragraph is confined to notation. The curly bracket notation is used to name specific sets. Thus \{a, b\} is the set whose elements are \(a\) and \(b\), and \{\(a_1, \cdots, a_n\}\} is the set whose elements are \(a_1, \cdots, a_n\). However, sets cannot generally be named by listing their elements, and more often are defined by properties, the notation being that \{\(x: (\quad)\}\} is the set of all \(x\) such that \((\quad)\). We write "\(a \in A\)" for "\(a\) is a member of \(A\)" and "\(B \subset A\)" for "\(B\) is a subset of \(A\)"; thus \(A = \{x: x \in A\}\).

The ordinary "cup" and "cap" notation will be used for combinations of sets: \(A \cup B\) for the union of \(A\) and \(B\), and \(A \cap B\) for their intersection; \(\bigcup_{n=1}^{\infty} A_n\) for the union of the sets of the countable family \(\{A_n\}\), and \(\bigcap_{n=1}^{\infty} A_n\) for their intersection. More generally, if \(\mathcal{F}\) is any family of sets, then \(\bigcup_{A \in \mathcal{F}} A\) or \(\bigcup \{A: A \in \mathcal{F}\}\) is the union of the sets in \(\mathcal{F}\), and \(\bigcap \{A: A \in \mathcal{F}\}\) is their intersection. The complement of \(A\), designated \(A'\), is understood to be taken with respect to the "space" in question, that is, with respect to whatever class is the domain of the given discussion. The null class is denoted by \(\emptyset\). The only symbols from logic which will be used are "\(\Rightarrow\)" for "if \(\cdots\) then" and "\(\Leftrightarrow\)" for "if and only if."

1B. A binary relation "\(<\)" between elements of a class \(A\) is called a partial ordering of \(A\) (in the weak sense) if it is transitive \((a < b \text{ and } b < c \Rightarrow a < c)\), reflexive \((a < a\) for every \(a \in A\)) and if \(a < b\) and \(b < a \Rightarrow a = b\). \(A\) is called a directed set.
under "<" if it is partially ordered by "<" and if for every $a$ and $b \in A$ there exists $c \in A$ such that $c < a$ and $c < b$. More properly, $A$ in this case should be said to be directed downward; there is an obvious dual definition for being directed upward.

A partially ordered set $A$ is linearly ordered if either $a < b$ or $b < a$ for every distinct pair $a$ and $b \in A$. $A$ is partially ordered in the strong sense by "<" if "<" is transitive and irreflexive ($a < a$). In this case "\leq" is evidently a corresponding weak partial ordering, and, conversely, every weak partial ordering has an associated strong partial ordering.

1C. The fundamental axiom of set theory which has equivalent formulations in Zorn's lemma, the axiom of choice and the well-ordering hypothesis will be freely used throughout this book. In fact, its use is absolutely essential for the success of certain abstract methods such as found in Gelfand's theory of Banach algebras. Many mathematicians feel dubious about the validity of the axiom of choice, but it must be remembered that Gödel has shown that, if mathematics is consistent without the axiom of choice, then it remains consistent if this axiom is added (and similarly for the generalized continuum hypothesis). Thus a theorem which is proved with the aid of the axiom of choice can never be disproved, unless mathematics already contains an inconsistency which has nothing to do with the axiom of choice.

Zorn's lemma. Every partially ordered set $A$ includes a maximal linearly ordered subset. If every linearly ordered subset of $A$ has an upper bound in $A$, then $A$ contains a maximum element.

The second statement follows from the first upon taking an upper bound $x$ of a maximal linearly ordered subset $B$. Then $x$ is a maximal element of $A$, for any properly larger element could be added to $B$ without destroying its linear order, contradicting the maximal character of $B$. We sketch below a proof of the axiom of choice from Zorn's lemma. Of these two properties, it is a matter of mere preference which is taken as an axiom and which is proved as a theorem. However, the proof given here is much easier than the converse proof.

1D. Theorem (Axiom of choice). If $F$ is a function with domain $D$ such that $F(x)$ is a non-empty set for every $x \in D$, then
there exists a function $f$ with domain $D$ such that $f(x) \in F(x)$ for every $x \in D$.

**Proof.** We consider a function to be a class of ordered couples (a graph) in the usual way. Let $\mathcal{F}$ be the family of functions $g$ such that domain $(g) \subset D$ and such that $g(x) \in F(x)$ for every $x \in$ domain $(g)$. $\mathcal{F}$ is non-empty, for if $x_0$ is any fixed element of $D$ and $y_0$ is any fixed element of $F(x_0)$, then the ordered couple $\langle x_0, y_0 \rangle$ is in $\mathcal{F}$. (More properly, it is the unit class $\{ \langle x_0, y_0 \rangle \}$ which belongs to $\mathcal{F}$.)

$\mathcal{F}$ is partially ordered by inclusion, and the union of all the functions (sets of ordered couples) in any linearly ordered sub-family $\mathcal{F}_0$ of $\mathcal{F}$ is easily seen to belong to $\mathcal{F}$ and to be an upper bound of $\mathcal{F}_0$. Therefore $\mathcal{F}$ contains a maximal element $f$. Then domain $(f) = D$, since otherwise we can choose a point $x_0 \in D - \text{domain } (f)$ and an element $y_0 \in F(x_0)$, so that $f \cup \{ \langle x_0, y_0 \rangle \}$ is a function of $\mathcal{F}$ which is properly larger than $f$, a contradiction. This function $f$, therefore, satisfies the conditions of the theorem.

§ 2. **TOPOLOGY**

2A. A family $\mathcal{J}$ of subsets of a space (set) $S$ is called a topology for $S$ if and only if:

(a) $\emptyset$ and $S$ are in $\mathcal{J}$;
(b) if $\mathcal{J}_1 \subset \mathcal{J}$, then $\bigcup \{ A : A \in \mathcal{J}_1 \} \in \mathcal{J}$; that is, the union of the sets of any subfamily of $\mathcal{J}$ is a member of $\mathcal{J}$;
(c) the intersection of any finite number of sets of $\mathcal{J}$ is a set of $\mathcal{J}$.

If $\mathcal{J}_1$ and $\mathcal{J}_2$ are two topologies for $S$, then $\mathcal{J}_1$ is said to be weaker than $\mathcal{J}_2$ if and only if $\mathcal{J}_1 \subset \mathcal{J}_2$.

2B. If $\alpha$ is any family of subsets of $S$, then the topology generated by $\alpha$, $\mathcal{J}(\alpha)$, is the smallest topology for $S$ which includes $\alpha$; if $\mathcal{J} = \mathcal{J}(\alpha)$, then $\alpha$ is called a sub-basis for $\mathcal{J}$. It follows readily that $A \in \mathcal{J}(\alpha)$ if and only if $A$ is $\emptyset$ or $S$, or if $A$ is a union (perhaps uncountable) of finite intersections of sets in $\alpha$. If every set in $\mathcal{J} = \mathcal{J}(\alpha)$ is a union of sets in $\alpha$, then $\alpha$ is called a basis for $\mathcal{J}$.

2C. If a topology $\mathcal{J}$ is given for $S$, then $S$ is called a topological space and the sets of $\mathcal{J}$ are the open subsets of $S$. If $A$ is any sub-
set of $S$, then the union of all the open subsets of $A$ is called the interior of $A$ and is denoted $\text{int}(A)$; evidently $\text{int}(A)$ is the largest open subset of $A$, and $A$ is open if and only if $A = \text{int}(A)$.

If $p \in \text{int}(A)$, then $A$ is said to be a neighborhood of $p$. Neighborhoods are generally, but not always, taken to be open sets. A set of neighborhoods of $p$ is called a neighborhood basis for $p$ if every open set which contains $p$ includes a neighborhood of the set.

2D. A subset of $S$ is closed (with respect to the topology $\mathcal{J}$) if its complement is open. It follows that $\emptyset$ and $S$ are closed, that the intersection of any number of closed sets is closed, and that the union of any finite number of closed sets is closed. If $A$ is any subset of $S$, the intersection of all the closed sets which include $A$ is called the closure of $A$ and is commonly denoted $\overline{A}$; evidently $\overline{A}$ is the smallest closed set including $A$, and $A$ is closed if and only if $A = \overline{A}$. Also, $p \in \overline{A}$ if and only if $p \in \text{int}(A')$, that is, if and only if every open set which contains $p$ also contains at least one point of $A$.

2E. If $S_0$ is a subset of a topological space $S$, then a topology can be induced in $S_0$ by taking as open subsets of $S_0$ the intersection of $\mathcal{J}_0$ with the open subsets of $S$. This is called the relative topology induced in $S_0$ by the topology of $S$.

2F. A function $f$ whose domain $D$ and range $R$ are topological spaces is said to be continuous at $p_0 \in D$ if $f^{-1}(U) = \{p : f(p) \in U\}$ is a neighborhood of $p_0$ whenever $U$ is a neighborhood of $f(p_0)$. If $f$ is continuous at each point of its domain, it is said to be continuous (on $D$). It follows that $f$ is continuous if and only if $f^{-1}(U)$ is an open subset of $D$ whenever $U$ is an open subset of $R$, and also if and only if $f^{-1}(C)$ is closed whenever $C$ is closed.

If $f$ is one-to-one and both $f$ and $f^{-1}$ are continuous, then $f$ is said to be a homeomorphism between $D$ and $R$. Evidently a homeomorphism defines a one-to-one correspondence between the topology $\mathcal{J}_D$ for $D$ and the topology $\mathcal{J}_R$ for $R$.

2G. The following conditions on a subset $A$ of a topological space $S$ are obviously equivalent (by way of complementation):

(a) Every family of open sets which covers $A$ includes a finite subfamily which covers $A$. (Heine-Borel property.)
(b) Every family of relatively closed subsets of $A$ whose intersection is $\emptyset$ includes a finite subfamily whose intersection is $\emptyset$.

(c) If a family of relatively closed subsets of $A$ has the finite intersection property (that every finite subfamily has non-void intersection), then the family itself has a non-void intersection.

A subset $A$ which has any, and so all, of the above three properties is said to be *compact*. It follows immediately from (b) or (c) that a closed subset of a compact set is compact.

2H. Theorem. A continuous function with a compact domain has a compact range.

Proof. If $\{U_\alpha\}$ is an open covering of the range $R$ of $f$, then $\{f^{-1}(U_\alpha)\}$ is an open covering of the compact domain of $f$, and hence includes a finite subcovering $\{f^{-1}(U_\alpha)\}$ whose image $\{U_\alpha\}$ is therefore a finite covering of $R$. Thus $R$ has the Heine-Borel property and is compact.

2I. An indexed set of points $\{p_\alpha\}$ is said to be directed (downward) if the indices form a (downward) directed system. A directed set of points $\{p_\alpha\}$ converges to $p$ if for every neighborhood $U$ of $p$ there exists an index $\beta$ such that $p_\alpha \subseteq U$ for all $\alpha < \beta$. All the notions of topology can be characterized in terms of convergence. For example, a point $p$ is called a limit point of a directed set of points $\{p_\alpha\}$ if for every neighborhood $U$ of $p$ and for every index $\beta$ there exists $\alpha < \beta$ such that $p_\alpha \subseteq U$. Then it can easily be proved that a space is compact if and only if every directed set of points has at least one limit point.

Little use will be made of these notions in this book and no further discussion will be given.

§ 3. SEPARATION AXIOMS AND THEOREMS

3A. A Hausdorff space is a topological space in which every two distinct points have disjoint neighborhoods.

Lemma. If $C$ is a compact subset of a Hausdorff space and $p \not\in C$, then there exist disjoint open sets $U$ and $V$ such that $p \in U$ and $C \subseteq V$.

Proof. Since $S$ is a Hausdorff space, there exists for every point $q \in C$ a pair of disjoint open sets $A_q$ and $B_q$ such that
Corollary 1. A compact subset of a Hausdorff space is closed.

Proof. By the lemma, if \( p \not\in C \), then \( p \not\in \overline{C} \), so that \( \overline{C} \subset C \), q.e.d.

Corollary 2. If \( \mathcal{J}_1 \) is a Hausdorff topology for \( S \), \( \mathcal{J}_2 \) a compact topology for \( S \) and \( \mathcal{J}_1 \subset \mathcal{J}_2 \), then \( \mathcal{J}_1 = \mathcal{J}_2 \).

Proof. Every \( \mathcal{J}_2 \)-compact set \( C \) is \( \mathcal{J}_1 \)-compact since every \( \mathcal{J}_1 \)-covering of \( C \) is also a \( \mathcal{J}_2 \)-covering and so can be reduced. But then \( C \) is \( \mathcal{J}_1 \)-closed since \( \mathcal{J}_1 \) is a Hausdorff topology. Thus every \( \mathcal{J}_2 \)-closed set is \( \mathcal{J}_1 \)-closed and \( \mathcal{J}_2 = \mathcal{J}_1 \).

3B. A topological space is said to be normal if it is a Hausdorff space and if for every pair of disjoint closed sets \( F_1 \) and \( F_2 \) there exist disjoint open sets \( U_1 \) and \( U_2 \) such that \( F_i \subset U_i \), \( i = 1, 2 \).

Theorem. A compact Hausdorff space is normal.

Proof. The proof is the same as that of the lemma in 3A. For each \( p \in F_1 \) there exists, by 3A, a pair of disjoint open sets \( U_p, V_p \) such that \( p \in U_p \) and \( F_2 \subset V_p \). Since \( F_1 \) is compact, the open covering \( \{U_p\} \) includes a finite subcovering \( \{U_{p_i}\} \) and the sets \( U_1 = \bigcup U_{p_i}, U_2 = \bigcap V_{p_i} \) are as required.

3C. Urysohn's lemma. If \( F_0 \) and \( F_1 \) are disjoint closed sets in a normal space \( S \), then there exists a continuous real-valued function on \( S \) such that \( f = 0 \) on \( F_0, f = 1 \) on \( F_1 \) and \( 0 \leq f \leq 1 \).

Proof. Let \( V_1 = F_1' \). The normality of \( S \) implies the existence of an open set \( V_{\frac{1}{4}}, V_{\frac{1}{4}} \subset V_1 \). Again, there exist open sets \( V_{\frac{1}{4}}, V_{\frac{1}{4}} \subset F_0 \subset V_{\frac{1}{4}}, V_{\frac{1}{4}} \subset V_{\frac{1}{4}}, V_{\frac{1}{4}} \subset V_1 \). Continuing this process we define an open set \( V_r \) for every proper fraction of the form \( m/2^n \), \( 0 \leq m \leq 2^n \), such that \( F_0 \subset V_r, V_r \subset V_1 \) and \( V_r \subset V_s \) if \( r < s \).

We now define the function \( f \) as follows: \( f(p) = 1 \) if \( p \) is in none of the sets \( V_r \), and \( f(p) = \text{glb} \{ r : p \in V_r \} \) otherwise. Then
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\( f = 1 \) on \( F_1, f = 0 \) on \( F_0 \), and range \((f) \subseteq [0, 1] \). If \( 0 < b \leq 1 \), then \( f(p) < b \) if and only if \( p \in V_r \) for some \( r < b \), so that \( \{ p : f(p) < b \} = \bigcup_{r < b} V_r \), an open set. Similarly, if \( 0 \leq a < 1 \), then \( f(p) > a \) if and only if \( p \in V_r \) for some \( r > a \), and \( \{ p : f(p) > a \} = \bigcup_{r > a} V_r \), also an open set. Since the intervals \([0, b) \cup (a, 1]\) and their intersections form a basis for the topology of \([0, 1]\), it follows that the inverse image of every open set is open, i.e., that \( f \) is continuous.

3D. A topological space is \emph{locally compact} if every point has a closed compact neighborhood.

A locally compact space \( S \) can be made compact by the addition of a single point. In fact, if \( S_\infty = S \cup \{ p_\infty \} \), where \( p_\infty \) is any point not in \( S \), then \( S_\infty \) is compact if it is topologized by taking as open sets all the open subsets of \( S \), together with all the sets of the form \( O \cup \{ p_\infty \} \), where \( O \) is an open subset of \( S \) whose complement is compact. For if \( \{ O_\alpha \} \) is an open covering of \( S_\infty \), then at least one set \( O_\alpha \) contains \( p_\infty \), and its complement is therefore a compact subset \( C \) of \( S \). The sets \( O_\alpha \cap S \) are open in both topologies and cover \( C \). Therefore, a finite subfamily covers \( C \), and, together with \( O_\alpha \), this gives a finite subfamily of \( \{ O_\alpha \} \) covering \( S_\infty \). Thus \( S_\infty \) has the Heine-Borel property and is compact. It is clear that the original topology for \( S \) is its relative topology as a subset of \( S_\infty \). \( S_\infty \) is called the \emph{one point compactification} of \( S \).

If \( S \) is a Hausdorff space, then so is \( S_\infty \), for any pair of points distinct from \( p_\infty \) is separated by the same pair of neighborhoods as before, while \( p_\infty \) is separated from another point \( p \) by taking an open set \( O \) containing \( p \) and having compact closure, so that \( O' \) is an open subset of \( S_\infty \) containing \( p_\infty \).

3E. **Theorem.** If \( S \) is a locally compact Hausdorff space and if \( C \) and \( U \) are respectively compact and open sets such that \( C \subseteq U \), then there exists a real-valued continuous function on \( S \) such that \( f = 1 \) on \( C, f = 0 \) on \( U' \) and \( 0 \leq f \leq 1 \).

**Proof.** The proof of 3C could be modified to yield a proof of 3E. However, it is sufficient to remark that the one point compactification of \( S \) is a Hausdorff space in which \( C \) and \( U' \) are disjoint compact sets, and 3C can be directly applied.
§ 4. THE STONE-WEIERSTRASS THEOREM

4A. If \( S \) is compact, we shall designate by \( \mathcal{C}(S) \) the set of all complex-valued continuous functions on \( S \). If \( S \) is locally compact but not compact, \( \mathcal{C}(S) \) will designate the set of all complex-valued continuous functions on \( S \) which "vanish at infinity," in the sense that \( \{ p : |f(p)| \geq \epsilon \} \) is compact for every positive \( \epsilon \). If \( S \) is compactified by adding \( p^\infty \) (as in 3D), then \( \mathcal{C}(S) \) becomes the subset of \( \mathcal{C}(S^\infty) \) consisting of those functions which vanish at \( p^\infty \); hence the phrase "vanishing at infinity." In each of these two cases \( \mathcal{C}^R(S) \) will designate the corresponding set of all real-valued continuous functions.

4B. An algebra \( A \) over a field \( F \) is a vector space over \( F \) which is also a ring and in which the mixed associative law relates scalar multiplication to ring multiplication: \((\lambda x)y = x(\lambda y) = \lambda(xy)\). If multiplication is commutative, then \( A \) is called a commutative algebra.

Under the usual pointwise definition of the sum and product of two functions it is evident that \( \mathcal{C}(S) \) is a commutative algebra over the complex number field and that \( \mathcal{C}^R(S) \) is a commutative algebra over the real number field. If \( S \) is compact, the constant functions belong to these algebras, and they each therefore have a multiplicative identity. If \( S \) is locally compact but not compact, then \( \mathcal{C}(S) \) and \( \mathcal{C}^R(S) \) do not have identities. We remark for later use that \( \mathcal{C}^R(S) \) is also closed under the lattice operations: \( f \cup g = \max(f, g), f \cap g = \min(f, g) \).

4C. Lemma. Let \( A \) be a set of real-valued continuous functions on a compact space \( S \) which is closed under the lattice operations \( f \cup g \) and \( f \cap g \). Then the uniform closure of \( A \) contains every continuous function on \( S \) which can be approximated at every pair of points by a function of \( A \).

Proof. Let \( f \) be a continuous function which can be so approximated, and, given \( \epsilon \), let \( f_{p, q} \) be a function in \( A \) such that \( |f(p) - f_{p, q}(p)| < \epsilon \) and \( |f(q) - f_{p, q}(q)| < \epsilon \). Let \( U_{p, q} = \{ r : f_{p, q}(r) < f(r) + \epsilon \} \) and \( V_{p, q} = \{ r : f_{p, q}(r) > f(r) - \epsilon \} \). Fixing \( q \) and varying \( p \), the open sets \( U_{p, q} \) cover \( S \), and therefore a finite subfamily of them covers \( S \). Taking the minimum of the corre-
spending functions \( f_{p, q} \), we obtain a continuous function \( f_q \) in \( A \) such that \( f_q < f + \epsilon \) on \( S \) and \( f_q > f - \epsilon \) on the open set \( V_q \) which is the intersection of the corresponding sets \( V_{p, q} \). Now varying \( q \) and in a similar manner taking the maximum of a finite number of the functions \( f_q \), we obtain a function \( f_\ast \) in \( A \) such that \( f - \epsilon < f_\ast < f + \epsilon \) on \( S \), q.e.d.

4D. Lemma. A uniformly closed algebra \( A \) of bounded real-valued functions on a set \( S \) is also closed under the lattice operations.

Proof. Since \( f \cup g = \max (f, g) = (f + g + |f - g|)/2 \), it is sufficient to show that \( |f| \in A \) if \( f \in A \). We may suppose that \( |f| = \max_{p \in S} |f(p)| \leq 1 \).

The Taylor's series for \((t + \epsilon^2)^{\frac{1}{2}}\) about \( t = \frac{1}{2} \) converges uniformly in \( 0 \leq t \leq 1 \). Therefore, setting \( t = x^2 \), there is a polynomial \( P(x^2) \) in \( x^2 \) such that \( |P(x^2) - (x^2 + \epsilon^2)^{\frac{1}{2}}| < \epsilon \) on \([-1, 1]\). Then \( |P(0)| < 2\epsilon \), and \( |Q(x^2) - (x^2 + \epsilon^2)^{\frac{1}{2}}| < 3\epsilon \), where \( Q = P - P(0) \). But \((x^2 + \epsilon^2)^{\frac{1}{2}} - |x| \leq \epsilon \), so that \( |Q(x^2) - |x|| < 4\epsilon \) on \([-1, 1]\). Since \( Q \) contains no constant term, \( Q(f^2) \in A \) and \( |Q(f^2) - |f|| < 4\epsilon \). Since \( A \) is uniformly closed, \( |f| \in A \), q.e.d.

4E. The Stone-Weierstrass Theorem (see [46]). Let \( S \) be a compact space and let \( A \) be an algebra of real-valued continuous functions on \( S \) which separates points. That is, if \( p_1 \neq p_2 \), there exists \( f \in A \) such that \( f(p_1) \neq f(p_2) \). Then the uniform closure \( \overline{A} \) of \( A \) is either the algebra \( C^R(S) \) of all continuous real-valued functions on \( S \), or else the algebra of all continuous real-valued functions which vanish at a single point \( p_\infty \) in \( S \).

Proof. Suppose first that for every \( p \in S \) there exists \( f \in A \) such that \( f(p) \neq 0 \). Then, if \( p_1 \neq p_2 \), there exists \( f \in A \) such that \( 0 \neq f(p_1) \neq f(p_2) \neq 0 \). But then, given any two real numbers \( a \) and \( b \), there exists \( g \in A \) such that \( g(p_1) = a \) and \( g(p_2) = b \). (For example, a suitable linear combination of the above \( f \) and \( f^2 \) will suffice.) Since \( \overline{A} \) is closed under the lattice operations (4D), it follows from 4C that \( \overline{A} \) contains every continuous real-valued function and \( \overline{A} = C^R(S) \).

There remains the possibility that at some point \( p_\infty \) every \( f \) in \( A \) vanishes. We wish to show that, if \( g \) is any continuous function vanishing at \( p_\infty \), then \( g \in \overline{A} \). But if the constant functions
are added to $A$, the first situation is obtained, and $g$ can be approximated by a function of the form $f + c$, $\| g - (f + c) \| < \varepsilon/2$, where $f \in A$ and $c$ is constant. Evaluating at $p_\infty$ we get $| c | < \varepsilon/2$, so that $\| f - g \| < \varepsilon$. Therefore, $g \in A$, q.e.d.

§ 5. CARTESIAN PRODUCTS AND WEAK TOPOLOGY

5A. The Cartesian product $S_1 \times S_2$ of two sets $S_1$ and $S_2$ is defined as the set of all ordered pairs $\langle p, q \rangle$ such that $p \in S_1$ and $q \in S_2$,

$$S_1 \times S_2 = \{ \langle p, q \rangle : p \in S_1 \text{ and } q \in S_2 \}.$$

Thus the Cartesian plane of analytical geometry is the Cartesian product of the real line by itself. The definition obviously extends to any finite number of factors: $S_1 \times S_2 \times \cdots \times S_n$ is the set of ordered $n$-ads $\langle p_1, \cdots, p_n \rangle$ such that $p_i \in S_i$ for $i = 1, \cdots, n$. In order to see how to extend the definition further we reformulate the definition just given. We have an index set, the integers from 1 to $n$, and, for every index $i$, a space $S_i$. The ordered $n$-ad $\langle p_1, \cdots, p_n \rangle$ is simply a function whose domain is the index set, with the restriction that $p_i \in S_i$ for every index $i$. In general, we consider a non-void index set $A$ and, for every index $\alpha \in A$, we suppose given a non-void space $S_\alpha$. Then the Cartesian product $\prod_{\alpha \in A} S_\alpha$ is defined as the set of all functions $p$ with domain $A$ such that $p(\alpha) = p_\alpha \in S_\alpha$ for every $\alpha \in A$. The axiom of choice (1D) asserts that $\prod_{\alpha} S_\alpha$ is non-empty.

5B. Let $\{ f_\alpha \}$ be a collection of functions whose ranges $S_\alpha$ are topological spaces and which have a common domain $S$. If $S$ is to be topologized so that all of these functions are continuous, then $f_\alpha^{-1}(U_\alpha)$ must be open for every index $\alpha$ and every open subset $U_\alpha$ of $S_\alpha$. The topology generated in $S$ by the totality of all such sets as a sub-basis is thus the weakest topology for $S$ in which all the functions $f_\alpha$ are continuous, and is called the weak topology generated in $S$ by the functions $\{ f_\alpha \}$. In defining a sub-basis for $S$ it is sufficient to use, for each $\alpha$, only sets $U_\alpha$ in a sub-basis for $S_\alpha$. It is clear that:

If $S_1 \subset S$ and $f_\alpha'$ is the restriction of $f_\alpha$ to $S_1$, then the weak topology generated in $S_1$ by the functions $\{ f_\alpha' \}$ is the relativization to $S_1$ of the weak topology generated in $S$ by the functions $\{ f_\alpha \}$. 
5C. The function $f_a$ which maps every point $p$ in a Cartesian product $S = \prod \alpha S_\alpha$ onto its coordinate $p_\alpha$ in the $\alpha$th coordinate space is called the projection of $S$ onto $S_\alpha$. If the spaces $S_\alpha$ are all topological spaces, then we shall certainly require of any topology in $S$ that all the projections be continuous, and $S$ is conventionally given the weakest possible such topology, that is, the weak topology generated by the projections.

If $M$ is any subset of $\prod \alpha S_\alpha$, then the relative topology induced in $M$ by the above topology in $\prod \alpha S_\alpha$ is the weakest topology in which the projections $f_\alpha$, confined to $M$, are all continuous.

5D. Theorem (Tychonoff). The Cartesian product of a family of compact spaces is compact.

Proof, after Bourbaki. Let $\mathfrak{F}$ be any family of closed sets in $S = \prod \alpha S_\alpha$ which has the finite intersection property (that the intersection of every finite subfamily of $\mathfrak{F}$ is non-void). We have to show that the intersection of $\mathfrak{F}$ is non-void.

First we invoke Zorn's lemma to extend $\mathfrak{F}$ to a family $\mathfrak{F}_0$ of (not necessarily closed) subsets of $S$ which is maximal with respect to the finite intersection property. The projections of the sets of $\mathfrak{F}_0$ on the coordinate space $S_\alpha$ form a family $\mathfrak{F}_0^{\alpha}$ of sets in that space having the finite intersection property, and, since $S_\alpha$ is assumed to be compact, there is a point $p_\alpha$ which is in the closure of every set of $\mathfrak{F}_0^{\alpha}$. Let $p$ be the point in $S$ whose $\alpha$th coordinate is $p_\alpha$ for each $\alpha$. We shall show that $p$ is in the closure of every set of $\mathfrak{F}_0$, and therefore is in every set of $\mathfrak{F}$, which will finish the proof. Accordingly, let $U$ be any open set in $S$ containing $p$. Then there exists (by the definition of the topology in $S$) a finite set of indices $\alpha_1, \cdots, \alpha_n$, and open sets $U_{\alpha_1} \subseteq S_{\alpha_1}, i = 1, \cdots, n$, such that

$$p \in \bigcap_i^n f_\alpha^{-1}(U_{\alpha_i}) \subseteq U,$$

where $f_\alpha$ is the projection of $S$ onto $S_\alpha$. This implies in particular that $p_{\alpha_i} \in U_{\alpha_i}$, and hence that $U_{\alpha_i}$ intersects every set in $\mathfrak{F}_0^{\alpha_i}$. But then $f_\alpha^{-1}(U_{\alpha_i})$ intersects every set of $\mathfrak{F}_0$, and so belongs to $\mathfrak{F}_0$ (since $\mathfrak{F}_0$ is maximal with respect to the finite intersection property). But then $\bigcap_i^n f_\alpha^{-1}(U_{\alpha_i}) \subseteq \mathfrak{F}_0$, for the same reason, and so $U \subseteq \mathfrak{F}_0$. Thus $U$ intersects every set of $\mathfrak{F}_0$, and
since $U$ was an arbitrary open set of $S$ containing $p$ it follows that $p$ is in the closure of every set of $\mathfrak{S}_0$, q.e.d.

5E. The Cartesian product of a family of Hausdorff spaces is a Hausdorff space.

Proof. If $p \neq q$, then $p_\alpha \neq q_\alpha$ for at least one coordinate $\alpha$, and, since $S_\alpha$ is a Hausdorff space, there exist disjoint open sets $A_\alpha$ and $B_\alpha$ in $S_\alpha$ such that $p_\alpha \in A_\alpha$ and $q_\alpha \in B_\alpha$. But then $f_\alpha^{-1}(A_\alpha)$ and $f_\alpha^{-1}(B_\alpha)$ are disjoint open sets in $\prod_\alpha S_\alpha$ containing $p$ and $q$ respectively, q.e.d.

5F. The following lemma will be useful in Chapter VI.

Lemma. Let $f(p, q)$ be a continuous function on the Cartesian product $S_1 \times S_2$ of two Hausdorff spaces $S_1$ and $S_2$, and let $C$ and $O$ be respectively a compact subset of $S_1$ and an open set in range $(f)$. Then the set $W = \{q : f(p, q) \in O \text{ for all } p \in C\}$ is open in $S_2$.

Proof. This proof is a third application of the device used to prove 3A and 3B. If $q_0 \in W$ is fixed and $p \in C$, there is an open set $U \times V$ containing $(p, q_0)$ on which $f(p, q) \in O$. But $C$, being compact, can be covered by a finite family $U_1, \ldots, U_n$ of such sets $U$, and if $V = \bigcap_i V_i$ is the intersection of the corresponding $V$ sets, we have $f(p, q) \in O$ for $q \in V$ and $p \in C$. Thus if $q_0 \in W$, then there exists an open set $V$ such that $q_0 \in V \subset W$, proving that $W$ is open.

5G. Theorem. If $\mathfrak{F}$ is a family of complex-valued continuous functions vanishing at infinity on a locally compact space $S$, separating the points of $S$ and not all vanishing at any point of $S$, then the weak topology induced on $S$ by $\mathfrak{F}$ is identical with the given topology of $S$.

Proof. Let $S_\infty$ be the one point compactification of $S$ and $\mathfrak{S}_2$ its compact topology. The functions of $\mathfrak{F}$ extend to $\mathfrak{S}_2$-continuous functions on $S_\infty$ which vanish at $p_\infty$. If $\mathfrak{S}_1$ is the weak topology defined on $S_\infty$ by the family of extended functions, then $\mathfrak{S}_1 \subset \mathfrak{S}_2$ by definition. Also $\mathfrak{S}_1$ is a Hausdorff topology, for the extended functions clearly separate the points of $S_\infty$. Therefore, $\mathfrak{S}_1 = \mathfrak{S}_2$ by 3A, Corollary 2, and the theorem follows upon relativizing to $S$. 


Chapter II

BANACH SPACES

§ 6. NORMED LINEAR SPACES

6A. A normed linear space is a vector space over the real numbers or over the complex numbers on which is defined a non-negative real-valued function called the norm (the norm of \( x \) being designated \(| x |\)) such that

\[
| x | = 0 \Leftrightarrow x = 0
\]

\[
| x + y | \leq | x | + | y | \quad \text{(triangle inequality)}
\]

\[
| \lambda x | = | \lambda | | x | \quad \text{(homogeneity)}.
\]

A normed linear space is generally understood to be over the complex number field, the real case being explicitly labeled as a real normed linear space. A normed linear space becomes a metric space if the distance \( \rho(x, y) \) is defined as \(| x - y |\), and it is called a Banach space if it is complete in this metric, i.e., if whenever \(| x_n - x_m |\) → 0 as \( n, m \to \infty \), then there exists an element \( x \) such that \(| x_n - x |\) → 0 as \( n \to \infty \).

The reader is reminded that the (metric space) topology in question has for a basis the family of all open spheres, where the sphere about \( x_0 \) of radius \( r \), \( S(x_0, r) \), is the set \( \{ x : | x - x_0 | < r \} \). The open spheres about \( x_0 \) form a neighborhood basis for \( x_0 \).

It follows directly from the triangle inequality that \(| | x | - | y | | \leq | x - y |\), so that \(| x |\) is a continuous function of \( x \).

Euclidean \( n \)-dimensional space is a real Banach space with the norm of a point (vector) \( x \) taken to be its ordinary length \((\sum x_i^2)^{1/2}\),
where \( x_1, \ldots, x_n \) are the coordinates (or components) of \( x \). It remains a Banach space if the norm of \( x \) is changed to \( \| x \|_p = (\sum |x_i|^p)^{1/n} \) for any fixed \( p \geq 1 \), though the triangle inequality is harder to prove if \( p \neq 2 \). These Banach spaces are simple examples of the \( L^p \) spaces of measure theory, whose basic theory will be developed completely (though concisely) in Chapter III. We mention now only that \( L^p \) is the space of all “integrable” real-valued functions \( f \) on a fixed measure space such that the integral \( \int |f|^p \) is finite, with \( \| f \|_p = \left( \int |f|^p \right)^{1/p} \). Another example of a Banach space is the set of all bounded continuous functions on a topological space \( S \), with \( \| f \|_\infty = \text{lub}_{x \in S} |f(x)| \). This norm is called the uniform norm because \( f_n \to f \) in this norm (i.e., \( \| f_n - f \| \to 0 \)) if and only if the functions \( f_n \) converge uniformly to \( f \). The fact that this normed linear space is complete is equivalent to the theorem that the limit of a uniformly convergent sequence of bounded continuous functions is itself a bounded continuous function.

6B. The following theorem exhibits one of the most important ways in which new Banach spaces are generated from given ones.

**Theorem.** If \( M \) is a closed subspace of a normed linear space \( X \), then the quotient vector space \( X/M \) becomes a normed linear space if the norm of a coset \( y \) is defined as its distance from the origin: \( \| y \| = \text{glb} \{ \| x \| : x \in y \} \). If \( X \) is complete, then \( X/M \) is complete.

**Proof.** First, \( \| y \| = 0 \) if and only if there exists a sequence \( x_n \in y \) such that \( \| x_n \| \to 0 \). Since \( y \) is closed, this will occur if and only if \( 0 \in y \), so that \( \| y \| = 0 \iff y = M \). Next \( \| y_1 + y_2 \| = \text{glb} \{ \| x_1 + x_2 \| : x_1 \in y_1, x_2 \in y_2 \} \leq \text{glb} \{ \| x_1 \| + \| x_2 \| \} = \text{glb} \{ \| x_1 \| : x_1 \in y_1 \} + \text{glb} \{ \| x_2 \| : x_2 \in y_2 \} = \| y_1 \| + \| y_2 \| \). Similarly \( \| \lambda y \| = |\lambda| \cdot \| y \| \), and \( X/M \) is thus a normed linear space.

If \( \{y_n\} \) is a Cauchy sequence in \( X/M \), we can suppose, by passing to a subsequence if necessary, that \( \| y_{n+1} - y_n \| < 2^{-n} \). Then we can inductively select elements \( x_n \in y_n \) such that \( \| x_{n+1} - x_n \| < 2^{-n} \), for \( \rho(x_n, y_{n+1}) = \rho(y_n, y_{n+1}) < 2^{-n} \). If \( X \) is complete, the Cauchy sequence \( \{x_n\} \) has a limit \( x_0 \), and if
$y_0$ is the coset containing $x_0$, then $||y_n - y_0|| \leq ||x_n - x_0||$ so that $\{y_n\}$ has the limit $y_0$. That the original sequence converges to $y_0$ then follows from the general metric space lemma that, if a Cauchy sequence has a convergent subsequence, then it itself is convergent. Thus $X/M$ is complete if $X$ is complete.

§ 7. BOUNDED LINEAR TRANSFORMATIONS

7A. Theorem. If $T$ is a linear transformation (mapping) of a normed linear space $X$ into a normed linear space $Y$, then the following conditions are equivalent:

1) $T$ is continuous.
2) $T$ is continuous at one point.
3) $T$ is bounded. That is, there exists a positive constant $C$ such that $||T(x)|| \leq C ||x||$ for all $x \in X$.

Proof. If $T$ is continuous at $x_0$, then there is a positive constant $B$ such that $||T(x - x_0)|| = ||T(x) - T(x_0)|| \leq 1$ when $||x - x_0|| \leq B$. Thus $||T(h)|| \leq 1$ whenever $||h|| \leq B$, and, for any non-zero $y$, $||T(y)|| = (||y||/B)||T(y(B/||y||))|| \leq ||y||/B$, which is 3) with $C = 1/B$. But then $||T(x) - T(x_1)|| = ||T(x - x_1)|| \leq C ||x - x_1|| < \epsilon$ whenever $||x - x_1|| < \epsilon/C$, and $T$ is continuous at every point $x_1$.

7B. The norm $||T||$ of a continuous (bounded) linear transformation is defined as the smallest such bound $C$. Thus $||T|| = \text{lub}_{x \neq 0} ||T(x)||/||x||$, and it follows at once that:

The set of all bounded linear transformations of $X$ into $Y$ forms itself a normed linear space. If $Y$ is complete (i.e., a Banach space), then so is this space of mappings.

For example, if $\{T_n\}$ is a Cauchy sequence with respect to the above-defined norm, then $\{T_n(x)\}$ is a Cauchy sequence in $Y$ for every $x \in X$, and, if $T(x)$ is its limit, then it is easy to see that $T$ is a bounded linear transformation and that $||T_n - T|| \to 0$.

7C. The set $\mathcal{B}(X)$ of all bounded linear transformations of $X$ into itself is not only a normed linear space but is also an algebra, with the product $T_1T_2$ defined in the usual way: $T_1T_2(x) = T_1(T_2(x))$. Moreover, $||T_1T_2|| \leq ||T_1|| \cdot ||T_2||$, for $||T_1T_2||$
Any algebra over the complex numbers which has a norm under which it is a normed linear space and in which the above product inequality holds is called a normed algebra. A complete normed algebra is called a Banach algebra. Thus $\mathfrak{C}(X)$ is a Banach algebra if $X$ is a Banach space.

Another example of a Banach algebra is the space $\mathfrak{C}(S)$ of bounded continuous functions on a topological space $S$, with the uniform norm $\| f \|_\infty = \text{lub} \{ \| f(x) \| : x \in S \}$. It is easily checked that $\mathfrak{C}(S)$ is a normed algebra, and since a uniformly convergent sequence of continuous functions has a continuous limit, it follows that $\mathfrak{C}(S)$ is also complete, and therefore is a Banach algebra.

**7D. Theorem.** If $N$ is the nullspace of a bounded linear transformation $T$, then $\| T \|$ remains unchanged when $T$ is considered as a transformation with domain $X/N$.

**Proof.** $T$ can be considered to be defined on $X/N$ since, if $x_1$ and $x_2$ belong to the same coset $y$, then $x_1 - x_2 \in N$ and $T(x_1) = T(x_2)$. Let $\| T \|$ be the new norm of $T$. Then

$$\| T \| = \text{lub} \left\| \frac{T(y)}{y} \right\| = \text{lub} \text{lub} \left\| \frac{T(x)}{x} \right\| = \text{lub} \left\| \frac{T(x)}{x} \right\| = \| T \|.$$
of $X$. This is a special case of the theorem that a uniformly continuous function defined on a dense subset of a metric space has a unique continuous extension to the whole space. An easy direct proof can be given, as follows. If $T$ is defined on the sequence $\{x_n\}$ and $x_n \to x_0$, then the inequality $\| T(x_n) - T(x_m) \| \leq \| T \| \cdot \| x_n - x_m \|$ shows that the sequence $\{T(x_n)\}$ is Cauchy and hence convergent. If its limit is defined to be $T(x_0)$, it is easy to verify that this definition is unique (and consistent in case $T$ is already defined at $x_0$) and serves to extend $T$ to the whole of $X$.

7G. This section is devoted to the important closed graph theorem. Here, for the first time, it is essential that the spaces in question be Banach spaces.

**Lemma 1.** Let $T$ be a bounded linear transformation of a Banach space $X$ into a Banach space $Y$. If the image under $T$ of the unit sphere $S_1 = S(0, 1)$ in $X$ is dense in some sphere $U_r = S(0, r)$ about the origin of $Y$, then it includes $U_r$.

**Proof.** The set $A = U_r \cap T(S_1)$ is dense in $U_r$ by hypothesis. Let $\bar{y}$ be any point of $U_r$. Given any $\delta > 0$ and taking $y_0 = 0$, we choose inductively a sequence $y_n \in Y$ such that $y_{n+1} - y_n \in \delta^n A$ and $\| y_{n+1} - \bar{y} \| < \delta^{n+1} r$ for all $n \geq 0$. There exists, therefore, a sequence $\{x_n\}$ such that $T(x_{n+1}) = y_{n+1} - y_n$ and $\| x_{n+1} \| < \delta^n$. If $\bar{x} = \sum_i x_n$, then $\| \bar{x} \| < 1/(1 - \delta)$ and $T(\bar{x}) = \sum_i T(x_n) = \bar{y}$; that is, the image of the sphere of radius $1/(1 - \delta)$ covers $U_r$. Thus $U_{r(1 - \delta)} \subset T(S_1)$ for every $\delta$, and hence $U_r \subset T(S_1)$, q.e.d.

**Lemma 2.** If the image of $S_1$ under $T$ is dense in no sphere of $Y$, then the range of $T$ includes no sphere of $Y$.

**Proof.** If $T(S_1)$ is dense in no sphere of $Y$, then $T(S_n) = \{ T(x) : \| x \| < n \}$ has the same property. Given any sphere $S \subset Y$, there exists therefore a closed sphere $S(y_1, r_1) \subset S$ disjoint from $T(S_1)$, and then, by induction, a sequence of closed spheres $S(y_n, r_n) \subset S(y_{n-1}, r_{n-1})$ such that $S(y_n, r_n)$ is disjoint from $T(S_n)$. We can also require that $r_n \to 0$, and then the sequence $\{y_n\}$ is Cauchy. Its limit $y$ lies in all the spheres $S(y_n, r_n)$ and hence in none of the sets $T(S_n)$. Since $\bigcup_n T(S_n)$
= T(X), we have proved that T(X) does not include any sphere S ⊂ Y, q.e.d.

**Theorem.** If T is a one-to-one bounded linear transformation of a Banach space X onto a Banach space Y, then T⁻¹ is bounded.

**Proof.** Lemma 2 implies that T(S₁) is dense in some sphere in Y, and therefore, by translation, that T(S₂) is dense in a sphere Uᵣ. But then Uᵣ ⊂ T(S₂) by Lemma 1, T⁻¹(Uᵣ) ⊂ S₂ and \( ||T⁻¹|| \leq 2/r \), q.e.d.

**Corollary.** If T is a linear transformation of a Banach space X into a Banach space Y such that the graph of T is closed (as a subset of the Cartesian product X × Y), then T is bounded.

**Proof.** The graph of \( T = \{ ⟨x, Tx⟩ : x ∈ X \} \) is by assumption a Banach space under the norm \( ||⟨x, Tx⟩|| = ||x|| + ||Tx|| \). Since the transformation \( ⟨x, Tx⟩ \rightarrow x \) is norm-decreasing and onto X, it follows from the theorem that the inverse transformation \( x \rightarrow ⟨x, Tx⟩ \) is bounded and in particular that T is bounded, q.e.d.

This is the closed graph theorem.

§ 8. **LINEAR FUNCTIONALS**

8A. If Y is the complex number field (with \( ||y|| = |y| \)), the space of continuous linear mappings of a normed linear space X into Y is called the *conjugate space* of X, denoted X*, and the individual mappings are called *linear functionals*. Since the complex number field is complete, it follows from 7B that

\( X^* \) is always a Banach space.

If \( F ⊂ X^* \) and N is the nullspace of F, then \( X/N \) is one-dimensional, since F becomes one-to-one when transferred to \( X/N \) (see 7D). Otherwise stated, the closed subspace N has deficiency 1 in X.

8B. The well-known Hahn-Banach extension theorem implies the existence of plenty of functionals. We shall use the notation \([A]\) for the linear subspace generated by a subset \( A \) of a vector space.
Theorem (Hahn-Banach). If $M$ is a linear subspace of the normed linear space $X$, if $F$ is a bounded linear functional on $M$, and if $x_0$ is a point of $X$ not in $M$, then $F$ can be extended to $M + [x_0]$ without changing its norm.

Proof. We first give the proof when $X$ is a real normed linear space. The problem is to determine a suitable value for $\alpha = F(x_0)$; after that the definition $F(x + \lambda x_0) = F(x) + \lambda \alpha$ for every $x \in M$ and every real $\lambda$ clearly extends $F$ linearly to $M + [x_0]$. Assuming that $\|F\| = 1$, the requirement on $\alpha$ is that $|F(x) + \lambda \alpha| \leq \|x + \lambda x_0\|$ for every $x \in M$ and every real $\lambda \neq 0$. After dividing out $\lambda$, this inequality can be rewritten

$$-F(x_1) - \|x_1 + x_0\| \leq \alpha \leq -F(x_2) + \|x_2 + x_0\|$$

for all $x_1, x_2 \in M$. But $F(x_2) - F(x_1) = F(x_2 - x_1) \leq \|x_2 - x_1\| \leq \|x_2 + x_0\| + \|x_1 + x_0\|$, so that the least upper bound of the left member of the displayed inequality is less than or equal to the greatest lower bound of the right member, and $\alpha$ can be taken as any number in between.

We now deduce the complex case from the real case, following [6]. We first remark that a complex normed linear space becomes a real normed linear space if scalar multiplication is restricted to real numbers, and that the real and imaginary parts, $G$ and $H$, of a complex linear functional $F$ are each real linear functionals. Also $G(ix) + iH(ix) = F(ix) = iF(x) = -H(x) + iG(x)$, so that $H(x) = -G(ix)$ and $F(x) = G(x) - iG(ix)$. If $\|F\| = 1$ on $M$, then $\|G\| \leq 1$ on $M$ and, by the above proof, $G$ can be extended to the real linear space $M + [x_0]$ in such a way that $\|G\| \leq 1$. If we similarly add $ix_0$, we obtain the complex subspace generated by $M$ and $x_0$ and the real linear functional $G$ defined on it. We now set $F(x) = G(x) - iG(ix)$ on this subspace; we have already observed that this is correct on $M$. $F$ is obviously a real linear functional on the extended space, and in order to prove that it is complex linear it is sufficient to observe that $F(ix) = G(ix) - iG(-x) = i[G(x) - iG(ix)] = iF(x)$. Finally, if $x$ is given we choose $e^{i\theta}$ so that $e^{i\theta}F(x)$ is real and non-negative, and have $|F(x)| = |F(e^{i\theta}x)| = G(e^{i\theta}x) \leq \|e^{i\theta}x\| = \|x\|$, so that $\|F\| \leq 1$, q.e.d.
8C. It follows from Zorn's lemma that a functional $F$ such as above can be extended to the whole space $X$ without increasing its norm. For the extensions of $F$ are partially ordered by inclusion, and the union of any linearly ordered subfamily is clearly an extension which includes all the members of the subfamily and hence is an upper bound of the subfamily. Therefore, there exists a maximal extension by Zorn's lemma. Its domain must be $X$, since otherwise it could be extended further by 8B.

In particular, if $x_0$ is a non-zero element of $X$, then there exists a linear functional $F \in X^*$ such that $F(x_0) = \| x_0 \|$ and $\| F \| = 1$. For the functional $F(\lambda x_0) = \lambda \| x_0 \|$ is defined and of norm one on the one-dimensional subspace generated by $x_0$, and $F$ can be extended to $X$ as above.

Also, if $M$ is a closed subspace of $X$ and $x_0 \notin M$, then there exists a functional $F \in X^*$ such that $\| F \| = 1$, $F = 0$ on $M$ and $F(x_0) = d$, where $d$ is the distance from $x_0$ to $M$. For if we define $F$ on $[x_0] + M$ by $F(\lambda x_0 - x) = \lambda d$, then $F$ is linear and $\| F \| = \text{lub} \| \lambda d \| \| \lambda x_0 - x \| = \text{lub}_{\lambda \in \mathbb{C}} d/\| \lambda x_0 - x \| = d/\text{glb}_{x \in M} \| x_0 - x \| = d/d = 1$. We then extend $F$ as above.

Let $M^\perp$ be the set of all $F \in X^*$ such that $F(x) = 0$ for every $x \in M$. $M^\perp$ is called the annihilator of $M$. The above paragraph implies that $x \in M$ if and only if $F(x) = 0$ for every $F \in M^\perp$. This fact might be expressed: $(M^\perp)^\perp = M$.

8D. Theorem. There is a natural norm-preserving isomorphism (imbedding) $x \rightarrow x^{**}$ of a normed linear space into its second conjugate space $X^{**}$ defined by $x^{**}(F) = F(x)$ for every $F \in X^*$.

Proof. If $x$ is fixed and $F$ varies through $X^*$, then $x^{**}(F) = F(x)$ is clearly linear on $X^*$. Since $\| \cdot \|_{X^*} = \| F \| \cdot \| x \|$, we see that $x^{**}$ is bounded, with $\| x^{**} \| \leq \| x \|$. Since by 8C we can find $F$ such that $F(x) = \| x \|$ and $\| F \| = 1$, it follows that $\| x^{**} \| = \text{lub}_F \| F(x) \|/\| F \| \geq \| x \|$. Therefore, $\| x^{**} \| = \| x \|$, q.e.d.

Generally $X$ is a proper subspace of $X^{**}$; if $X = X^{**}$ we say that $X$ is reflexive.

8E. Let $T$ be a bounded linear mapping of a normed linear space $X$ into a normed linear space $Y$. For every $G \in Y^*$, the functional $F$ defined by $F(x) = G(T(x))$ is clearly an element of
The mapping $T^*$ thus defined from $Y^*$ to $X^*$ is evidently linear; it is said to be the adjoint of $T$. If $X$ is imbedded in $X^{**}$, then $T^{**}$ is an extension of $T$, for if $x \in X$ and $G \in Y^*$, then $(T^{**}x^{**})G = x^{**}(T^*G) = (T^*G)x = G(Tx) = (Tx)^{**}G$, showing that $T^{**}(x^{**}) = (Tx)^{**}$.

Since $|F(x)| = |G(T(x))| \leq ||G|| \cdot ||T|| \cdot ||x||$, we see that $||T^*G|| = ||F|| \leq ||G|| \cdot ||T||$, and hence $T^*$ is bounded with $||T^*|| \leq ||T||$. Since $T^{**}$ is an extension of $T$, we have conversely that $||T|| \leq ||T^{**}|| \leq ||T^*||$. Therefore, $||T^*|| = ||T||$.

8F. We shall need the following theorem in Chapter 4:

**Theorem.** If $\{F_n\}$ is a sequence of bounded linear functionals on a Banach space $X$ such that the set of numbers $\{|F_n(x)|\}$ is bounded for every $x \in X$, then the set of norms $\{|\|F_n\||\}$ is bounded.

**Proof.** It is sufficient to show that the sequence of functionals is bounded in some closed sphere. For if $|F_n(x)| \leq B$ whenever $x \in S(x_0, r) = \{x: ||x - x_0|| < r\}$, then $|F_n(y)| \leq |F_n(y - x_0)| + |F_n(x_0)| \leq 2B$ if $||y|| < r$, and the norms $||F_n||$ have the common bound $2B/r$.

But if $\{F_n\}$ is unbounded in every sphere, we can find inductively a nested sequence of closed spheres $\{S_m\}$ with radii converging to 0 and a subsequence $\{F_{nm}\}$ such that $|F_{nm}(x)| > m$ throughout $S_m$. We do this by first choosing a point $p_{m+1}$ interior to $S_m$ and a functional $F_{nm+1}$ such that $|F_{nm+1}(p_{m+1})| > m + 1$, and then this inequality holds throughout a sphere about $p_{m+1}$ by the continuity of $F_{nm+1}$. Since $X$ is complete, there is a point $x_0$ in $\bigcap S_m$, and $\{|F_{nm}(x_0)|\}$ is bounded by hypothesis, contradicting $|F_{nm}(x_0)| > m$. Therefore, $\{F_n\}$ cannot be unbounded in every sphere, and the proof is finished.

**Corollary.** If $\{x_n\}$ is a sequence of elements of a normed linear space $X$ such that $||F(x_n)||$ is bounded for each $F \in X^*$, then the set of norms $\{|\|x_n|||\}$ is bounded. For $X^*$ is a Banach space and $x_n \in X^{**}$ by 8D; the above theorem can therefore be applied.
§ 9. THE WEAK TOPOLOGY FOR $X^*$

9A. The conjugate space of a normed linear space $X$ is a set of complex-valued functions on $X$ and, therefore, is a subset of the Cartesian product space $\prod_{x \in X} C_x$, where the elements $x \in X$ serve as indices and the coordinate space $C_x$ is the complex plane. The relative topology thus induced in $X^*$ is called the weak topology for $X^*$. We know (see 5C) that it is the weakest topology for $X^*$ in which the functions $x^{**}$ (the projections of $X^*$ on the coordinate spaces) are all continuous. The sets of the form $\{F: |F(x) - \lambda_0| < \epsilon\}$, depending on $x$, $\lambda_0$, and $\epsilon$, form a sub-basis for the weak topology of $X^*$.

9B. Theorem. The strongly closed unit sphere in $X^*$ is compact in the weak topology.

Proof. The strongly closed unit sphere is, of course, the set $S = \{F: ||F|| \leq 1\}$. The values assumed by these functionals at a point $x \in X$ are complex numbers in the closed circle $S_x$ of radius $||x||$. $S$ is thus a subset of the Cartesian product $\prod_{x \in X} S_x$, which, by the Tychonoff theorem (5D), is compact. It is therefore sufficient to show that $S$ is weakly closed in $\prod_{x \in X} S_x$. Accordingly, let $G$ be a function in its closure. Given $x, y$, and $\epsilon$, the set $\{F: |F(x) - G(x)| < \epsilon\} \cap \{F: |F(y) - G(y)| < \epsilon\} \cap \{F: |F(x+y) - G(x+y)| < \epsilon\}$ is open in $\prod_x S_x$ and contains $G(x)$, and therefore contains an element $F \in S$. But $F(x+y) = F(x) + F(y)$, so that $|G(x) + G(y) - G(x+y)| < 3\epsilon$. Since $\epsilon$ is arbitrary, it follows that $G$ is additive. Similarly it follows that $G(\lambda x) = \lambda G(x)$ and that $|G(x)| \leq ||x||$. Therefore, $G \in S$, proving that $S$ is weakly closed in $\prod_x S_x$, q.e.d.

9C. There are a number of interesting and important theorems about the weak topology in $X^*$ which will not be needed in this book but which perhaps ought to be sampled in the interests of general education. We confine ourselves to one such situation. It was seen in 8C that a closed subspace $M \subset X$ is the annihilator of its annihilator ($M = M^\perp_\perp$). A similar characterization can be given to subspaces of $X^*$ which are closed in the weak topology.
Theorem. Let $M$ be a subspace of $X^*$, let $M^\perp$ be the intersection of the nullspaces of the functionals in $M$ and let $(M^\perp)^\perp$ be the set of all functionals in $X^*$ which vanish on $M^\perp$. Then $M = (M^\perp)^\perp$ if and only if $M$ is weakly closed.

Proof. For every $x \in X$ the functional $x^{**}(F)$ is by definition continuous with respect to the weak topology on $X^*$, and therefore its nullspace is weakly closed. It follows that, if $A$ is any subset of $X$, then the set of functionals which vanish on $A$ is an intersection of such nullspaces and hence weakly closed. In particular $(M^\perp)^\perp$ is weakly closed. Since $M \subset (M^\perp)^\perp$, there remains to be shown only that, if $F_0$ is not in the weak closure of $M$, then $F_0$ is not in $(M^\perp)^\perp$, that is, that there exists an $x_0 \in M^\perp$ such that $F_0(x_0) \neq 0$. But if $F_0$ is not in the weak closure of $M$, then there exists a weak neighborhood of $F_0$ not intersecting $M$, i.e., there exists $\epsilon$ and $x_1, \ldots, x_n$ such that no $G \in M$ satisfies $|G(x_i) - F_0(x_i)| < \epsilon$ for every $i = 1, \ldots, n$. The elements $x_i$ map $M$ onto a subspace of complex Euclidean $n$-space $G \rightarrow \langle G(x_1), \ldots, G(x_n) \rangle$, and no point of this subspace is in an $\epsilon$-cube about the point $\langle F_0(x_1), \ldots, F_0(x_n) \rangle$. In particular the subspace does not contain this point and is of dimension at most $n - 1$, so that there exist constants $c_1, \ldots, c_n$ such that $\sum c_i G(x_i) = 0$ for every $G \in M$ and $\sum c_i F_0(x_i) = 1$. Taking $x_0 = \sum c_i x_i$, these conditions become $G(x_0) = 0$ for every $G \in M$ and $F_0(x_0) = 1$, proving that $F_0$ is not in $(M^\perp)^\perp$.

Remark: It is possible, by refining this type of argument to show that, if $M$ is such that its intersection with every strongly-closed sphere is weakly closed, then $M = (M^\perp)^\perp$. (See [11].)

§ 10. Hilbert space

10A. A Hilbert space $H$ is a Banach space in which the norm satisfies an extra requirement which permits the introduction of the notion of perpendicularity. Perhaps the neatest formulation of this extra property is the parallelogram law:

\[(1) \quad \| x + y \|^2 + \| x - y \|^2 = 2[\| x \|^2 + \| y \|^2].\]
A scalar product \((x, y)\) can now be defined,

\[
(2) \quad 4(x, y) = ||x + y||^2 - ||x - y||^2 + i||x + iy||^2 - i||x - iy||^2,
\]

and rather tedious elementary calculations yield the laws:

\[
(3) \quad (x_1 + x_2, y) = (x_1, y) + (x_2, y);
\]

\[
(4) \quad (\lambda x, y) = \lambda (x, y);
\]

\[
(5) \quad (x, y) = (y, x);
\]

\[
(6) \quad (x, x) > 0 \quad \text{if} \quad x \neq 0.
\]

The additivity condition (3) can be proved by treating the real and imaginary parts separately, and applying the parallelogram law to four sums of the type \(||x_1 + x_2 + y||^2 + ||x_1 - x_2 + y||^2\) to obtain the real part. Repeated applications of (3) lead to \(((m/2^n)x, y) = (m/2^n)(x, y)\), and hence, by continuity, to \((ax, y) = a(x, y)\) for positive \(a\). On the other hand, it follows from direct inspection of (2) that \((-x, y) = -(x, y)\) and \((ix, y) = i(x, y)\), completing the proof of (4). The remaining two laws also follow upon direct inspection.

**10B.** In the applications, however, the scalar product is generally more basic than the norm, and the usual development of the theory of Hilbert space starts off with (3)–(6) as axioms, the parallelogram law now following at once from the definition of \(||x||\) as \((x, x)^{1/2}\). We also obtain the Schwarz inequality,

\[
(7) \quad |(x, y)| \leq ||x|| \cdot ||y||,
\]

with equality only if \(x\) and \(y\) are proportional, from the expansion

\[
0 \leq (x - \lambda y, x - \lambda y) = (x, x) - \lambda(y, x) - \lambda(x, y) + |\lambda|^2(y, y),
\]

by setting \(\lambda = (x, x)/(y, x)\). If \((y, x) = 0\), the inequality is trivial. Again, substituting from the Schwarz inequality in the expansion of \(||x + y||^2 = (x + y, x + y)\), we obtain the triangle inequality:

\[
(8) \quad ||x + y|| \leq ||x|| + ||y||,
\]

with equality only if \(x\) and \(y\) are proportional, with a non-negative constant of proportionality. Thus \(H\) is a normed linear
space, and now, rather inelegantly, the final assumption is made that

\[(9) \quad H \text{ is complete in the norm } \| x \| = (x, x)^{\frac{1}{2}}.\]

Two elements \(x\) and \(y\) are said to be orthogonal if \((x, y) = 0\). An immediate consequence of orthogonality is the Pythagorean property:

\[\| x + y \|^2 = \| x \|^2 + \| y \|^2.\]

10C. Theorem. A closed convex set \(C\) contains a unique element of smallest norm.

Proof. Let \(d = \operatorname{glb} \{\| x \| : x \in C\}\) and choose \(x_n \in C\) such that \(\| x_n \| \to d\). Then \((x_n + x_m)/2 \in C\) since \(C\) is convex, and so \(\| x_n + x_m \| \geq 2d\).

Since \(\| x_n - x_m \|^2 = 2(\| x_n \|^2 + \| x_m \|^2) - \| x_n + x_m \|^2\) by the parallelogram law, it follows that \(\| x_n - x_m \| \to 0\) as \(n, m \to \infty\). If \(x_0 = \lim x_n\), then \(\| x_0 \| = \lim \| x_n \| = d\). If \(x\) were any other element of \(C\) such that \(\| x \| = d\), then \((x + x_0)/2\) would be an element of \(C\) with norm less than \(d\) by (8) above. Therefore, \(x_0\) is unique.

10D. Theorem. If \(M\) is a closed subspace of \(H\), then any element \(x \in H\) can be uniquely expressed as a sum \(x = x_1 + x_2\) of an element \(x_1 \in M\) and an element \(x_2 \perp M\). The element \(x_1\) is the best approximation to \(x\) by elements of \(M\).

Proof. If \(x \notin M\), the coset \(\{x - y : y \in M\}\) might be called the hyperplane through \(x\) parallel to \(M\). It is clearly convex and closed, and hence contains a unique element \(x - x_1\) closest to the origin (10C). Setting \(x_2 = x - x_1\), we have \(\| x_2 - \lambda y \|^2 \geq \| x_2 \|^2\) for every \(y \in M\) and every complex \(\lambda\). Setting \(\lambda = (x_2, y)/(y, y)\) and expanding, we obtain \(-| (y, x_2) | \geq 0\), and hence \((y, x_2) = 0\). Thus \(x_2 \perp M\). This argument can be run backward to deduce the minimum nature of \(\| x_2 \|\) from the fact that \(x_2 \perp M\), which proves the uniqueness of the decomposition. Of course, this can easily be proved directly.

10E. The set of elements orthogonal to \(M\) forms a closed subspace \(M^\perp\), and the content of the above theorem is that \(H\) is the direct sum of \(M\) and \(M^\perp\). The element \(x_1\) is called the projection of \(x\) on \(M\), and the transformation \(E\) defined by \(E(x) = x_1\).
is naturally called the projection on $M$. It is clearly a bounded linear transformation of norm 1 which is idempotent ($E^2 = E$). Its range is $M$ and its nullspace is $M^\perp$.

**Lemma.** If $A$ is any linear transformation on $H$ such that, in the above notation, $A(M) \subseteq M$ and $A(M^\perp) \subseteq M^\perp$, then $AE = EA$.

**Proof.** If $x_1 \in M$, then $Ax_1 \in M$, so that $AEx_1 = Ax_1 = EAx_1$. If $x_2 \in M^\perp$, then $Ax_2 \in M^\perp$, so that $AEx_2 = 0 = EAx_2$. Since any $x$ can be written $x_1 + x_2$, it follows that $AEx = EAx$ for all $x$, q.e.d.

If $M_1$ and $M_2$ are orthogonal closed subspaces, the Pythagorean property $\| x_1 + x_2 \|^2 = \| x_1 \|^2 + \| x_2 \|^2$ for a pair of elements $x_1 \in M_1$ and $x_2 \in M_2$ leads easily to the conclusion that the algebraic sum $M_1 + M_2$ is complete, hence closed. Now let $M_1$, $\cdots$, $M_n$ be a finite collection of mutually orthogonal closed subspaces and let $M_0$ be the orthogonal complement of their (closed) algebraic sum. Then $H$ is the direct sum of the subspaces $M_0$, $\cdots$, $M_n$, the component in $M_i$ of a vector $x$ is its orthogonal projection $x_i$ on $M_i$, and Pythagorean property generalizes to the formula $\| x \|^2 = \sum_{i=0}^n \| x_i \|^2 = \sum \| x_i \|^2$. As a corollary of this remark we obtain Bessel’s inequality: if $M_1$, $\cdots$, $M_n$ are orthogonal closed subspaces and $x_i$ is the projection of $x$ on $M_i$, then $\sum_{i=0}^n \| x_i \|^2 \leq \| x \|^2$.

10F. **Theorem.** Let \{ $M_\alpha$ \} be a family, possibly uncountable, of pairwise orthogonal closed subspaces of $H$, and let $M$ be the closure of their algebraic sum. If $x_\alpha$ is the projection on $M_\alpha$ of an element $x \in H$, then $x_\alpha = 0$ except for a countable set of indices $\alpha_n$, $\sum_1^\infty x_\alpha$ is convergent, and its sum is the projection of $x$ on $M$.

**Proof.** Let $\alpha_1$, $\cdots$, $\alpha_n$ be any finite set of indices. Since $\sum_1^\infty \| x_\alpha \|^2 \leq \| x \|^2$, it follows that $x_\alpha = 0$ except for an at most countable set of indices $\alpha_n$ and that $\sum_1^\infty \| x_\alpha \|^2 \leq \| x \|^2$. Setting $y_n = \sum_1^n x_\alpha$, we have $\| y_n - y_m \|^2 = \sum_1^m \| x_\alpha \|^2 \to 0$ as $n$, $m \to \infty$. Hence $y_n$ converges to an element $y \in M$, and, since the projection of $y$ on $M_\alpha$ is clearly $x_\alpha$, it follows that $x - y$ is orthogonal to $M_\alpha$ for every $\alpha$ and so to $M$, q.e.d.

10G. **Theorem.** For each linear functional $F \in H^*$ there is a unique element $y \in H$ such that $F(x) = (x, y)$.
Proof. If \( F = 0 \), we take \( y = 0 \). Otherwise, let \( M \) be the nullspace of \( F \) and let \( z \) be a non-zero element orthogonal to \( M \). Let the scalar \( c \) be determined so that the element \( y = cz \) satisfies \( F(y) = (y, y) \) (i.e., \( c = F(z)/(z, z) \)). Since \( H/M \) is one-dimensional, every \( x \in H \) has a unique representation of the form \( x = m + \lambda y \), where \( m \in M \). Therefore, \( F(x) = F(m + \lambda y) = \lambda F(y) = \lambda(y, y) = (m + \lambda y, y) = (x, y) \), q.e.d.

§ 11. Involution on \( \mathfrak{B}(H) \)

11A. We have already observed that the bounded linear transformations of a Banach space into itself form a Banach algebra (7C). In a Hilbert space \( H \) this normed algebra \( \mathfrak{B}(H) \) admits another important operation, taking the adjoint (see 8E). For under the identification of \( H \) with \( H^* \) (10G) the adjoint \( T^* \) of a transformation \( T \in \mathfrak{B}(H) \) is likewise in \( \mathfrak{B}(H) \). In terms of the scalar product the definition of \( T^* \) becomes:

\[
(Tx, y) = (x, T^*y)
\]

for all \( x, y \in H \). We note the following lemma for later use.

Lemma. The nullspace of a bounded linear transformation \( A \) is the orthogonal complement of the range of its adjoint \( A^* \). For \( Ax = 0 \) if and only if \( (Ax, y) = 0 \) for all \( y \in H \), and since \( (Ax, y) = (x, A^*y) \), this is clearly equivalent to \( x \) being orthogonal to the range of \( A^* \).

11B. Theorem. The involution operation \( T \to T^* \) has the following properties:

1) \( T^{**} = T \)
2) \((S + T)^* = S^* + T^* \)
3) \((\lambda T)^* = \lambda T^* \)
4) \((ST)^* = T^*S^* \)
5) \( \| T^*T \| \leq \| T \|^2 \)
6) \((I + T^*T)^{-1} \in \mathfrak{B}(H) \), where \( I \) is the identity transformation.

Proof. Properties 1) to 4) are more or less obvious from (1). For instance 4) follows from \((x, (ST)^*y) = (STx, y) = (Tx, S^*y) = (x, T^*S^*y) \). For 5), we already know that \( \| T^*T \| \leq \| T \|^2 \), and it remains to be shown that
\[ \| T^2 \| \leq \| T^* T \|. \] But \( \| T^2 \| = \text{lub} (T x, T x)/\| x \|^2 = \text{lub} (x, T^* T x)/\| x \|^2 \leq \| T^* T \| \) by Schwarz's inequality.

To prove 6) we notice that

\[ \| x \|^2 + \| T x \|^2 = ( (I + T^* T) x, x) \leq (I + T^* T) x \cdot \| x \| , \]

so that \( (I + T^* T) x \| \geq \| x \|. \) In particular \( I + T^* T \) is one-to-one, and, since it is clearly self-adjoint, its range is dense in \( H \) by 11A. If \( y_0 \) is any element \( H \), we can therefore find a sequence \( x_n \) such that \( (I + T^* T) x_n \to y_0 \), and since \( (I + T^* T)^{-1} \) is norm-decreasing it follows that \( x_n \) is a Cauchy sequence and converges to some \( x_0 \in H \). Thus \( (I + T^* T) x_0 = y_0 \), proving that the range of \( (I + T^* T) \) is the whole of \( H \). Therefore, \( (I + T^* T)^{-1} \) is a bounded linear transformation on \( H \) with norm at most one, q.e.d.

11C. If \( A \) is any algebra over the complex numbers, a \(*\)-operation on \( A \) satisfying the above properties (1) to (4) is said to be an involution. A Banach algebra with an identity and an involution satisfying all the properties (1) to (7) is said to be a \( C^* \)-algebra. Gelfand and Neumark [13] have shown that every \( C^* \)-algebra is isometric and isomorphic to an algebra of bounded transformations on a suitable Hilbert space. Thus a subalgebra of \( \mathfrak{B}(H) \) is the most general \( C^* \)-algebra. We shall see in the fifth chapter as an easy corollary of the Gelfand theory that, if a \( C^* \)-algebra is commutative, then it is isometric and isomorphic to the algebra of all continuous complex-valued functions on a suitable compact Hausdorff space. An application of this result yields a very elegant proof of the spectral theorem.

11D. The following lemma holds for any pair of linear mappings \( A \) and \( B \) of a vector space into itself:

**Lemma.** If \( AB = BA \) and if \( N \) and \( R \) are the nullspace and range of \( A \) respectively, then \( B(N) \subset N \) and \( B(R) \subset R \).

**Proof.** If \( x \in N \), then \( 0 = BAx = A(Bx) \), so that \( Bx \in N \). If \( x \in R \) then \( x = Ay \) for some \( y \), so that \( Bx = BAy = ABy \in R \).
Chapter III

INTEGRATION

The theory of Haar measure on locally compact groups is conveniently derived from an elementary integral (linear functional) on the continuous functions which vanish outside of compact sets (see Chapter VI). We shall accordingly begin this chapter by presenting Daniell’s general extension of an elementary integral to a Lebesgue integral [9]. The rest of the chapter centers around the $L^p$ spaces and the Fubini theorem.

§ 12. THE DANIELL INTEGRAL

12A. We suppose given a vector space $L$ of bounded real-valued functions on a set $S$ and we assume that $L$ is also closed under the lattice operations $f \cup g = \max (f, g)$ and $f \cap g = \min (f, g)$. We can take absolute values in $L$ since $|f| = f \cup 0 - f \cap 0$. Second, we suppose defined on $L$ a non-negative linear functional $I$ which is continuous under monotone limits. These conditions on $I$ are explicitly as follows:

(1) \[ I(f + g) = I(f) + I(g) \]
(2) \[ I(cf) = cI(f) \]
(3) \[ f \geq 0 \Rightarrow I(f) \geq 0 \]
(3') \[ f \geq g \Rightarrow I(f) \geq I(g) \]
(4) \[ f_n \downarrow 0 \Rightarrow I(f_n) \downarrow 0 \]

Here "$f_n \downarrow$" means that the sequence $f_n$ is pointwise monotone.
decreasing, i.e., that \( f_{n+1}(p) \leq f_n(p) \) for all \( n \) and \( p \), and "\( f_n \downarrow f \)" means that \( f_n \) decreases pointwise to the limit \( f \).

Such a functional will be called an integral, to avoid confusion with the bounded linear functionals of normed linear space theory. Our task is to extend \( I \) to a larger class of functions having all the properties of \( L \), and which is in addition closed under certain countable operations.

As an example, \( L \) can be taken to be the class of continuous functions on \([0, 1]\) and \( I \) to be the ordinary Riemann integral. Properties (1) to (3) are well known, and (4) follows from the fact that on a compact space pointwise monotone convergence implies uniform convergence (see 16A). The extension of \( L \) is then the class of Lebesgue summable functions, and the extended \( I \) is the ordinary Lebesgue integral.

12B. Every increasing sequence of real-valued functions is convergent if \(+\infty\) is allowed as a possible value of the limit function. Let \( U \) be the class of limits of monotone increasing sequences of functions of \( L \). \( U \) includes \( L \), since the sequence \( f_n = f \) is trivially increasing to \( f \) as a limit. It is clear that \( U \) is closed under addition, multiplication by non-negative constants, and the lattice operations.

We now want to extend \( I \) to \( U \), and we make the obvious definition: \( I(f) = \lim I(f_n) \), where \( f_n \uparrow f \) and \( f_n \in L \), and where \(+\infty\) is allowed as a possible value of \( I \). It will be shown in 12C that this number is independent of the particular sequence \( \{f_n\} \) converging to \( f \). Assuming this, it is evident that the new definition agrees with the old in case \( f \in L \) (for then we can set \( f_n = f \)) and that the extended \( I \) satisfies (1) and (2) with \( c \geq 0 \). It will also follow from 12C that \( I \) satisfies (3').

12C. Lemma. If \( \{f_n\} \) and \( \{g_m\} \) are increasing sequences of functions in \( L \) and \( \lim g_m \leq \lim f_n \), then \( \lim I(g_m) \leq \lim I(f_n) \).

Proof. We first notice that, if \( k \in L \) and \( \lim f_n \geq k \), then \( \lim I(f_n) \geq I(k) \), for \( f_n \geq f_n \cap k \) and \( f_n \cap k \uparrow k \), so that \( \lim I(f_n) \geq \lim I(f_n \cap k) = I(k) \), by (3') and (4).

Taking \( k = g_m \) and passing to the limit as \( m \to \infty \), it follows that \( \lim I(f_n) \geq \lim I(g_m) \), proving 12C. If \( \lim f_n = \lim g_m \), we
also have the reverse inequality, proving that \( I \) is uniquely defined on \( U \).

12D. **Lemma.** If \( f_n \in U \) and \( f_n \uparrow f \), then \( f \in U \) and \( I(f_n) \uparrow I(f) \).

**Proof.** Choose \( g_n^m \in L \) so that \( g_n^m \uparrow_m f_n \), and set \( h_n = g_1^m \cup \cdots \cup g_n^m \). Then \( h_n \in L \) and \( \{h_n\} \) is an increasing sequence. Also \( g_i^m \leq h_n \leq f_n \) if \( i \leq n \). If we pass to the limit first with respect to \( n \) and then with respect to \( i \), we see that \( f \leq \lim h_n \leq f \). Thus \( h_n \uparrow f \) and \( f \in U \). Doing the same with the inequality \( I(g_i^m) \leq I(h_n) \leq I(f_n) \), we get \( \lim I(f_i) \leq I(f) \leq \lim I(f_n) \), proving that \( I(f_n) \uparrow I(f) \), q.e.d.

12E. Let \( -U \) be the class of negatives of functions in \( U \): \( -U = \{f: -f \in U\} \). If \( f \in -U \), we make the obvious definition \( I(f) = -I(-f) \). If \( f \) is also in \( U \), this definition agrees with the old, for \( f + (-f) = 0 \) and \( I \) is additive on \( U \). The class \( -U \) obviously has properties exactly analogous to those of \( U \). Thus, \( -U \) is closed under monotone decreasing limits, the lattice operations, addition and multiplication by non-negative constants, and \( I \) has on \( -U \) the properties (1), (2) and (3').

It is important to remark that, if \( g \in -U \), \( h \in U \), and \( g \leq h \), then \( h - g \in U \) and \( I(h) - I(g) = I(h - g) \geq 0 \).

A function \( f \) is defined to be **summable** (better, \( I \)-**summable**) if and only if for every \( \epsilon > 0 \) there exist \( g \in -U \) and \( h \in U \) such that \( g \leq f \leq h \), \( I(g) \) and \( I(h) \) are finite, and \( I(h) - I(g) < \epsilon \). Varying \( g \) and \( h \), it follows that \( \text{glb} I(h) = \text{lub} I(g) \), and \( I(f) \) is defined to be this common value. The class of summable functions is designated \( L^1 \) (or \( L^1(I) \)); it is the desired extension of \( L \).

We note immediately that, if \( f \in U \) and \( I(f) < \infty \), then \( f \in L^1 \) and the new definition of \( I(f) \) agrees with the old. For then there exist \( f_n \in L \) such that \( f_n \uparrow f \), and we can take \( h = f \) and \( g = f_n \) for suitably large \( n \).

12F. **Theorem.** \( L^1 \) and \( I \) have all the properties of \( L \) and \( I \).

**Proof.** Given \( f_1 \) and \( f_2 \in L^1 \) and given \( \epsilon > 0 \), we choose \( g_1 \) and \( g_2 \in -U \), and \( h_1, h_2 \in U \), such that \( g_i \leq f_i \leq h_i \) and \( I(h_i) - I(g_i) < \epsilon/2, i = 1, 2 \). Letting \( \circ \) be any of the operations \( +, \cap, \cup \), we have \( g_1 \circ g_2 \leq f_1 \circ f_2 \leq h_1 \circ h_2 \) and \( h_1 \circ h_2 - g_1 \circ g_2 \leq \).
\[(h_1 - g_1) + (h_2 - g_2),\] and therefore \[I(h_1 \circ h_2) - I(g_1 \circ g_2) < \varepsilon.\] It follows at once that \(f_1 + f_2, f_1 \cup f_2\) and \(f_1 \cap f_2\) are in \(L^1\), and, since \(I\) is additive on \(U\) and \(-U\), that \[|I(f_1 + f_2) - I(f_1) - I(f_2)| < 2\varepsilon.\] Since \(\varepsilon\) is arbitrary, (1) follows. That \(cf \in L^1\) and \(I(cf) = cI(f)\) if \(f \in L^1\) is clear; we remark only that the roles of the approximating functions are interchanged if \(c < 0\). If \(f \geq 0\), then \(h \geq 0\) and \(I(f) = \text{glb} I(h) \geq 0\), proving (3). (4) follows from the more general theorem below.

12G. Theorem. If \(f_n \in L^1\) \((n = 0, 1, \ldots)\), \(f_n \uparrow f\) and \(\lim I(f_n) < \infty\), then \(f \in L^1\) and \(I(f_n) \uparrow I(f)\).

Proof. We may suppose, by subtracting off \(f_0\) if necessary, that \(f_0 = 0\). We choose \(h_n \in U\) \((n = 1, \ldots)\) so that \((f_n - f_{n-1}) \leq h_n\) and \(I(h_n) < I(f_n - f_{n-1}) + \varepsilon/2^n\). Then \(f_n \leq \sum h_i\) and \(\sum I(h_i) < I(f_n) + \varepsilon\). Setting \(h = \sumh_i\), we have \(h \in U\) and \(I(h) = \sum I(h_i)\) by 12D. Moreover, \(f \leq h\) and \(I(h) \leq \lim I(f_n) + \varepsilon\). Thus if \(m\) is taken large enough, we can find \(g \in -U\) so that \(g \leq f_m \leq f \leq h\) and \(I(h) - I(g) < 2\varepsilon\). It follows that \(f \in L^1\) and that \(I(f) = \lim I(f_m)\).

12H. A family of real-valued functions is said to be monotone if it is closed under the operations of taking monotone increasing and monotone decreasing limits. The smallest monotone family including \(L\) will be designated \(\mathfrak{B}\) and its members will be called Baire functions.

If \(h \leq k\), then any monotone family \(\mathfrak{M}\) which contains \((g \cup h) \cap k\) for every \(g \in L\) also contains \((f \cup h) \cap k\) for every \(f \in \mathfrak{B}\), for the functions \(f\) such that \((f \cup h) \cap k \in \mathfrak{M}\) form a monotone family which includes \(L\) and therefore includes \(\mathfrak{B}\). In particular the smallest monotone family including \(L^+\) is \(\mathfrak{B}^+\) (where, for any class of functions \(C\), \(C^+\) is the class of non-negative functions in \(C\)).

Theorem. \(\mathfrak{B}\) is closed under the algebraic and lattice operations.

Proof. (From Halmos [23].) For any function \(f \in \mathfrak{B}\) let \(\mathfrak{M}(f)\) be the set of functions \(g \in \mathfrak{B}\) such that \(f + g, f \cup g\) and \(f \cap g \in \mathfrak{B}\). \(\mathfrak{M}(f)\) is clearly a monotone family, and, if \(f \in L\), then \(\mathfrak{M}(f)\) includes \(L\) and therefore is the whole of \(\mathfrak{B}\). But \(g \in \mathfrak{M}(f)\) if and only if \(f \in \mathfrak{M}(g)\); therefore, \(\mathfrak{M}(g)\) includes \(L\).
for any \( g \in \mathfrak{B} \). Therefore, \( \mathfrak{M}(g) = \mathfrak{B} \) for any \( g \in \mathfrak{B} \). That is, if \( f \) and \( g \in \mathfrak{B} \), then \( f + g, f \cup g \) and \( f \cap g \in \mathfrak{B} \).

Similarly, if \( \mathfrak{M} \) is the class of functions \( f \in \mathfrak{B} \) such that \( cf \in \mathfrak{B} \) for every real \( c \), then \( \mathfrak{M} \) is monotone and includes \( L \) so that \( \mathfrak{M} = \mathfrak{B} \).

**12I.** A function \( f \) will be said to be *\( L \)-bounded* if there exists \( g \in L^+ \) such that \( |f| \leq g \). A family \( \mathfrak{F} \) of functions will be said to be *\( L \)-monotone*, if whenever \( f_n \) is a sequence of \( L \)-bounded functions of \( \mathfrak{F} \) and \( f_n \uparrow f \) or \( f_n \downarrow f \), then \( f \in \mathfrak{F} \).

**Lemma.** If \( f \in \mathfrak{B} \), then there exists \( g \in U \) such that \( f \leq g \).

**Proof.** The family of functions \( f \in \mathfrak{B} \) for which this is true is monotone (by 12D) and includes \( L \), and is therefore equal to \( \mathfrak{B} \).

**Theorem.** The smallest \( L \)-monotone family including \( L^+ \) is \( \mathfrak{B}^+ \).

**Proof.** Let \( \mathfrak{F} \) be this smallest family. For any fixed \( g \in L^+ \) the functions \( f \in \mathfrak{B}^+ \) such that \( f \cap g \in \mathfrak{F} \) form a monotone family including \( L^+ \) and therefore equal to \( \mathfrak{B}^+ \). Thus if \( f \in \mathfrak{B}^+ \) and \( f \leq g \), then \( f = f \cap g \in \mathfrak{F} \); that is, \( \mathfrak{F} \) contains every \( L \)-bounded function of \( \mathfrak{B}^+ \). Now let \( f \) be any function of \( \mathfrak{B}^+ \) and choose \( g \in U \) (by the lemma) such that \( f \leq g \). There exist \( g_n \in L^+ \) such that \( g_n \uparrow g \). Then \( f \cap g_n \in \mathfrak{F} \) (being \( L \)-bounded) and \( f \cap g_n \uparrow f \), so that \( f \in \mathfrak{F} \) by the definition of an \( L \)-monotone family. We have proved that \( \mathfrak{B}^+ \subseteq \mathfrak{F} \). Since \( \mathfrak{B}^+ \) is itself an \( L \)-bounded family including \( L^+ \) and since \( \mathfrak{F} \) is the smallest such it follows that \( \mathfrak{B}^+ = \mathfrak{F} \), q.e.d.

**12J.** We now replace \( L^1 \) by \( L^1 \cap \mathfrak{B} \). That is, from now on a function is not considered to be summable unless it satisfies the earlier definition (12E) and also is a Baire function. This restriction to Baire functions is entirely a matter of convenience. It avoids the necessity of certain “measure zero” arguments in proofs such as those of 16C, 31A and 33A, and is helpful in situations involving more than one integral.

**Theorem.** In order that \( f \in L^1 \), it is necessary and sufficient that \( f \in \mathfrak{B} \) and that there exist \( g \in L^1 \) such that \( |f| \leq g \).

**Proof.** The necessity is trivial. In proving the sufficiency we may suppose that \( f \geq 0 \). Then the family of functions \( h \in \mathfrak{B}^+ \)
such that \( h \cap g \in L^1 \) is monotone (by 12G) and includes \( L^+ \), and is therefore equal to \( \mathbb{R}^+ \). Thus \( f = f \cap g \in L^1 \), q.e.d.

**12K.** We now extend \( I \) to any function in \( \mathbb{R}^+ \) by putting \( I(f) = \infty \) if \( f \) is not summable. A function \( f \in \mathbb{R} \) will be said to be integrable if either its positive part \( f^+ = f \cup 0 \) or its negative part \( f^- = -(f \cap 0) \) is summable. Then \( I(f) = I(f^+) - I(f^-) \) is unambiguously defined, although it may have either \( +\infty \) or \( -\infty \) as its value, and \( f \) is summable if and only if it is integrable and \( |I(f)| < \infty \). Theorems 12F and 12G have the following theorem as an immediate corollary.

**Theorem.** If \( f \) and \( g \) are integrable, then \( f + g \) is integrable and \( I(f + g) = I(f) + I(g) \), provided that \( I(f) \) and \( I(g) \) are not oppositely infinite. If \( f_n \) is integrable, \( I(f_1) > -\infty \) and \( f_n \uparrow f \), then \( f \) is integrable and \( I(f_n) \uparrow I(f) \).

### § 13. Equivalence and Measurability

**13A.** If \( A \subset S \), then "\( \varphi_A \)" conventionally designates the characteristic function of \( A \): \( \varphi_A(p) = 1 \) if \( p \in A \) and \( \varphi_A(p) = 0 \) if \( p \notin A \). If \( \varphi_A \in \mathbb{R} \), we shall say that the set \( A \) is integrable and define its measure \( \mu(A) \) as \( I(\varphi_A) \). It follows from 12F that, if \( A \) and \( B \) are integrable, then so are \( A \cup B, A \cap B, \) and \( A - B \); and from 12G that, if \( \{ A_n \} \) is a disjoint sequence of integrable sets, then \( \bigcup_{i=1}^{\infty} A_n \) is integrable and \( \mu(\bigcup_{i=1}^{\infty} A_n) = \sum_{i=1}^{\infty} \mu(A_n) \). If \( A \) is integrable and \( \mu(A) < \infty \), then \( A \) will be said to be summable. The integral \( I \) will be said to be bounded if \( S \) is summable: it is clear that \( I \) is then a bounded linear functional with respect to the uniform norm.

**13B.** We shall now further restrict \( L \) by adding a hypothesis used by Stone [47], namely, that

\[
f \in L \Rightarrow f \cap 1 \in L.
\]

Then also \( f \cup (-1) \in L \), and these properties are preserved through the extension, so that \( f \in \mathbb{R} \Rightarrow f \cap 1 \in \mathbb{R} \). This axiom is added to enable us to prove the following theorem.

**Theorem.** If \( f \in \mathbb{R} \) and \( a > 0 \), then \( A = \{ p : f(p) > a \} \) is an integrable set. If \( f \in L^1 \), then \( A \) is summable.
Proof. The function $f_n = [n(f - f \cap a)] \cap 1$ belongs to $\mathfrak{B}$ and it is easy to see that $f_n$ $\uparrow \varphi_A$, so that $\varphi_A \in \mathfrak{B}$ and $A$ is integrable. The second statement follows from the inequality $0 \leq \varphi_A \leq f^+ / a$.

13C. It is extremely important that the converse of this theorem is true.

Theorem. If $f \geq 0$ and $A = \{p : f(p) > a\}$ is integrable for every positive $a$, then $f \in \mathfrak{B}$.

Proof. Given $\delta > 1$, let $A_m^\delta = \{p : \delta^m < f(p) \leq \delta^{m+1}\}, -\infty < m < \infty$. Let $\varphi_m^\delta$ be the characteristic function of $A_m^\delta$, and let $f_\delta = \sum_{-\infty}^{\infty} \delta^m \varphi_m^\delta$. Then $\varphi_m^\delta \in \mathfrak{B}^+$ by hypothesis, and therefore $f_\delta \in \mathfrak{B}^+$. If $\delta \downarrow 1$ through a suitable sequence of values (say $\delta_n = 2^{-n}$), then $f_\delta \uparrow f$ and it follows that $f \in \mathfrak{B}$, q.e.d.

Corollary 1. If $f \in \mathfrak{B}^+$ and $a > 0$, then $f^a \in \mathfrak{B}^+$.

Proof. $f^a > b$ if and only if $f > b^{1/a}$, and the corollary follows from the theorem and 13B.

Corollary 2. If $f$ and $g \in \mathfrak{B}^+$, then $fg \in \mathfrak{B}^+$.

Proof. $fg = [(f + g)^2 - (f - g)^2]/4$.

Corollary 3. If $f \in \mathfrak{B}^+$, then $I(f) = \int f \, d\mu$, where the integral is taken in the customary sense.

Proof. The function $f_\delta$ in the proof of the theorem was defined with this corollary in mind. We have $f_\delta \leq f \leq \delta(f_\delta)$ and $I(f_\delta) = \sum \delta^m I(\varphi_m^\delta) = \sum \delta^m \mu(A_m^\delta) = \int f_\delta \, d\mu$. Since $I(f_\delta) \leq I(f) \leq \delta I(f_\delta)$ and $\int f_\delta \, d\mu \leq \int f \leq \delta \int f_\delta \, d\mu$, we see that, if either of the numbers $I(f)$ and $\int f \, d\mu$ is finite, then they both are, and that $|I(f) - \int f \, d\mu| \leq (\delta - 1)I(f_\delta) \leq (\delta - 1)I(f)$. Since $\delta$ is any number greater than one, the corollary follows.

13D. A function $f$ is said to be a null function if $f \in \mathfrak{B}$ and $I(|f|) = 0$. A set is a null set if its characteristic function is a null function, that is, if it is integrable and its measure is zero. Any integrable subset of a null set is null, and a countable union
of null sets is a null set. Any function of \( \mathfrak{B} \) dominated by a null function is a null function, and a countable sum of null functions is null. Two functions \( f \) and \( g \) are said to be equivalent if \( (f - g) \) is a null function.

**Theorem.** A function \( f \in \mathfrak{B} \) is null if and only if \( \{ p : f(p) \neq 0 \} \) is a null set.

**Proof.** Let \( A = \{ p : f(p) \neq 0 \} \). If \( A \) is a null set, then \( n\varphi_A \) is a null function and \( n\varphi_A \uparrow \infty \varphi_A \), so that the function equal to \( +\infty \) on \( A \) and zero elsewhere \((\infty \varphi_A)\) is a null function. But \( 0 \leq |f| \leq \infty \varphi_A \) so that \( f \) is null. Conversely, if \( f \) is null, then so is \( (n|f|) \cap 1 \), and, since \( (n|f|) \cap 1 \uparrow \varphi_A \), it follows that \( \varphi_A \) is a null function and \( A \) is a null set.

We are now in a position to remark on an ambiguity remaining in 12E, namely, that, since the values \( \pm \infty \) are allowed for a summable function, the sum \( f_1 + f_2 \) of two summable functions is not defined on the set where \( f_1 = \pm \infty \) and \( f_2 = \mp \infty \). However, it is easy to see that, if \( f \) is summable, then the set \( A \) where \( |f| = \infty \) is null, and we can therefore eliminate \( \pm \infty \) as possible values if the convergence theorems are restricted to almost everywhere convergence (pointwise convergence except on a null set). The other method of handling this ambiguity is to lump together as a single element all functions equivalent to a given function and then define addition for two such equivalence classes by choosing representatives that do not assume the values \( \pm \infty \).

13E. Very often the space \( S \) is not itself an integrable set, a fact which is the source of many difficulties in the more technical aspects of measure theory. It may happen, however, and does in the case of the Haar measure on a locally compact group, that \( S \) is the union of a (perhaps uncountable) disjoint family \( \{ S_\alpha \} \) of integrable sets with the property that every integrable set is included in an at most countable union of the sets \( S_\alpha \). Now the above-mentioned difficulties do not appear. A set \( A \) is defined to be measurable if the intersections \( A \cap S_\alpha \) are all integrable, and a function is measurable if its restriction to \( S_\alpha \) is integrable for every \( \alpha \). It follows that the intersection of a measurable set with any integrable set is integrable, and that the restriction of a measurable function to any integrable set is integrable. The
notion of a null function can be extended to cover functions whose restrictions to the sets $S_\alpha$ are all null, and the same for null sets. Two functions are equivalent if their difference is null in the above sense. The families of measurable functions and of measurable sets have much the same elementary combinatorial properties as the corresponding integrable families and there seems little need for further discussion on this point. The important property of a measurable space of the above kind is the possibility of building up a measurable function by defining it on each of the sets $S_\alpha$. In a general measure space $S$ there is no way of defining a measurable function by a set of such local definitions.

Since every integrable set is a countable union of summable sets, the sets $S_\alpha$ may be assumed to be summable if so desired.

§ 14. THE REAL $L^p$-SPACES

14A. If $p \geq 1$, the set of functions $f \in \mathcal{B}$ such that $|f|^p$ is summable is designated $L^p$. The next few paragraphs will be devoted to showing that $L^p$ is essentially a Banach space under the norm $\|f\|_p = [I(|f|^p)]^{1/p}$. Since $\|f\|_p = 0$ if $f$ is null, it is, strictly speaking, the quotient space $L^p/\mathcal{N}$ ($\mathcal{N}$ = the subspace of null functions) that is a Banach space. However, this logical distinction is generally slurred over, and $L^p$ is spoken of as a Banach space of functions.

If $fg \in L^1$, it is convenient to use the scalar product notation $(f, g) = I(fg)$. The Hölder inequality, proved below, shows that $L^2$ is a real Hilbert space, and it follows similarly that the complex $L^2$ space discussed later is a (complex) Hilbert space. These spaces are among the most important realizations of Hilbert space.

14B. (Hölder's inequality.) If $f \in L^p$, $g \in L^q$ and $(1/p) + (1/q) = 1$, then $fg \in L^1$ and

$$|(f, g)| \leq \|f\|_p \|g\|_q.$$ 

Proof. From the ordinary mean value theorem of the calculus it follows that, if $x \geq 1$ and $p \geq 1$, then $x^{1/p} \leq x/p + 1/q$. If $x = a/b$, this becomes $a^{1/p}b^{1/q} \leq \frac{a}{p} + \frac{b}{q}$. If $f \in L^p$, $g \in L^q$, and
\[ \| f \|_p \neq 0 \neq \| g \|_q, \text{ then we can take } a = \| f \|_p \| f \|_p, b = \| g \|_q \| g \|_q^q \text{ in this inequality. It follows from 13C and 12J that the left member is summable, and integrating we get } I(\| f g \|_p \| g \|_q) \leq 1. \] Hölder's inequality now follows from 
\[ I(\| h \|_p) \leq I(\| h \|). \] If \( \| f \|_p = 0 \) or \( \| g \|_q = 0 \), then \( fg \) is null and the inequality is trivial.

**Corollary.** If \( f, g \in \mathbb{R}^+ \), then \((f, g) \leq \| f \|_p \| g \|_q\).

**14C. (Minkowski's inequality.)** If \( f \) and \( g \in L^p (p \geq 1) \), then \( f + g \in L^p \) and
\[ \| f + g \|_p \leq \| f \|_p + \| g \|_p. \]

**Proof.** The case \( p = 1 \) follows directly from \( | f + g | \leq | f | + | g | \). If \( p > 1 \) and \( f, g \in L^p \), the inequality \( | f + g |^p \leq 2 \max (| f |, | g |)^p \leq 2^p (| f |^p + | g |^p) \) shows that \( f + g \in L^p \). Then
\[ \| f + g \|_p^p \leq I(| f + g |^{p-1} f |) + I(| f + g |^{p-1} g |) \leq \| f + g \|_p^{p-1} \| f \|_p + \| f + g \|_p^{p-1} \| g \|_p, \]
where the second inequality follows from the Hölder inequality. Minkowski's inequality is obtained upon dividing by \( \| f + g \|_p^{p-1} \). If \( \| f + g \|_p = 0 \), the inequality is trivial.

**Corollary.** If \( f, g \in \mathbb{S}^+ \), then \( \| f + g \|_p \leq \| f \|_p + \| g \|_p \).

**14D.** Since the homogeneity property \( \| \lambda f \|_p = | \lambda | \| f \|_p \) is obvious from the definition of \( \| f \|_p \), Minkowski's inequality shows that \( L^p \) (actually \( L^p/\text{null functions} \)) is a normed linear space. It remains to be shown that \( L^p \) is complete.

**Theorem.** \( L^p \) is complete if \( p \geq 1 \).

**Proof.** We first remark that, if \( f_n \in L^p, f_n \geq 0 \) and \( \sum i \| f_n \|_p < \infty \), then \( f = \sum i f_n \in L^p \) and \( \| f \|_p \leq \sum i \| f_n \|_p \). For \( g_n = \sum i f_i \in L^p \) and \( \| g_n \|_p \leq \sum i \| f_i \|_p \) by the Minkowski inequality, and since \( g_n \uparrow f \) it follows that \( f \in L^p \) and \( \| f \|_p = \lim \| g_n \|_p \leq \sum i \| f_n \|_p \), by 12G.

Now let \( \{ f_n \} \) by any Cauchy sequence in \( L^p \). We may suppose for the moment, by passing to a subsequence if necessary, that \( \| f_{n+1} - f_n \|_p < 2^{-n} \). If \( g_n = f_n - \sum i f_{i+1} - f_i \) and
\[ h_n = f_n + \sum_{i=1}^{\infty} |f_{i+1} - f_i|, \]

it follows from our first remark that \( g_n \) and \( h_n \) are in \( L^p \) and that \( \| h_n - g_n \|_p < 2^{-n+2} \). Moreover, the sequences \( g_n \) and \( h_n \) are increasing and decreasing respectively, and if we take \( f \) as, say, \( \lim g_n \), then \( f \in L^p \) and \( \| f - f_n \|_p \leq \| h_n - g_n \|_p < 2^{-n+2} \). Our original sequence is thus a Cauchy sequence of which a subsequence converges to \( f \), and which therefore converges to \( f \) itself, q.e.d.

14E. We say that a measurable function \( f \) is essentially bounded above if it is equivalent to a function which is bounded above, and its essential least upper bound is the smallest number which is an upper bound for some equivalent function. The essential least upper bound of \( |f| \) is denoted \( \| f \|_\infty \); this is the same symbol used elsewhere for the uniform norm, and \( \| f \|_\infty \) is evidently the smallest number which is the uniform norm of a function equivalent to \( f \). If \( L^\infty \) is the set of essentially bounded measurable functions, equivalent functions being identified, it is clear that \( L^\infty \) is a Banach space (in fact, a Banach algebra) with respect to the norm \( \| f \|_\infty \). The following theorem can be taken as motivation for the use of the subscript "\( \infty \)" in \( \| f \|_\infty \).

14F. Theorem. If \( f \in L^p \) for some \( p > 0 \), then \( \lim_{q \to \infty} \| f \|_q \) exists and equals \( \| f \|_\infty \), where \( \infty \) is allowed as a possible value of the limit.

Proof. If \( \| f \|_\infty = 0 \), then \( \| f \|_q = 0 \) for every \( q > 0 \) and the theorem is trivial. Otherwise, let \( a \) be any positive number less than \( \| f \|_\infty \) and let \( A_a = \{ x : f(x) > a \} \). Then \( \| f \|_q \geq a[\mu(A_a)]^{1/q} \). Moreover, \( 0 < \mu(A_a) < \infty \), the first inequality holding because \( a < \| f \|_\infty \) and the second because \( f \in L^p \). Therefore \( \lim_{q \to \infty} \| f \|_q \geq a \). Since \( a \) is any number less than \( \| f \|_\infty \), \( \lim_{q \to \infty} \| f \|_q \geq \| f \|_\infty \).

The dual inequality \( \lim_{q \to \infty} \| f \|_q \leq \| f \|_\infty \) is obvious if \( \| f \|_\infty = \infty \). Supposing, then, that \( \| f \|_\infty < \infty \), we have \( \| f \|_q \leq \| f \|_{\infty}^{p/q} \| f \|_p^{1-p/q} \) and therefore

\[ \| f \|_q \leq (\| f \|_p)^{p/q}(\| f \|_\infty)^{1-p/q}, \]

giving the desired inequality \( \lim_{q \to \infty} \| f \|_q \leq \| f \|_\infty \).

14G. Theorem. \( L \) is a dense subset of \( L^p \), \( 1 \leq p < \infty \).
Proof. We first observe that $L$ is dense in $L^1$ by the very definition of $L^1$ (via $U$). Now let $f$ be any non-negative function in $L^p$. Let $A = \{x: 1/n < f(x) < n\}$ and let $g = f \varphi_A$. Then $f - g \downarrow 0$ as $n \to \infty$ and we choose $n$ so that $\|f - g\|_p < \varepsilon/2$. Since $0 \leq g \leq n \varphi_A$, it follows from 12J that $g \in L^1$. If we choose $h \in L^+$ so that $\|h - g\|_1 < (\varepsilon/2n)^p$ and $h \leq n$ (see 13B), then $\|h - g\|_p \leq (n^{p-1})^{1/p} \|h - g\|_1 < \varepsilon/2$. Thus

$$\|f - h\|_p \leq \|f - g\|_p + \|g - h\|_p < \varepsilon,$$

q.e.d.

§ 15. The conjugate space of $L^p$

15A. The variations of a bounded functional. We now consider the space $L$ of 12A as a real normed linear space under the uniform norm $\|f\|_\infty$ (see 13A).

Theorem. Every bounded linear functional on $L$ is expressible as the difference of two bounded integrals (non-negative linear functionals).

Proof. Let $F$ be the given bounded functional, and, if $f \geq 0$, let $F^+(f) = \text{lub} \{F(g): 0 \leq g \leq f\}$. Then $F^+(f) \geq 0$ and $|F^+(f)| \leq \|F\| \cdot \|f\|$. It is also obvious that $F^+(cf) = cF^+(f)$ if $c > 0$. Consider now a pair of non-negative functions $f_1$ and $f_2$ in $L$. If $0 \leq g_1 \leq f_1$ and $0 \leq g_2 \leq f_2$, then $0 \leq g_1 + g_2 \leq f_1 + f_2$ and $F^+(f_1 + f_2) \geq \text{lub} F(g_1 + g_2) = \text{lub} F(g_1) + \text{lub} F(g_2) = F^+(f_1) + F^+(f_2)$. Conversely, if $0 \leq g \leq f_1 + f_2$, then $0 \leq f_1 \cap g \leq f_1$ and $0 \leq g - f_1 \cap g \leq f_2$, so that $F^+(f_1 + f_2) = \text{lub} F(g) \leq \text{lub} F(f_1 \cap g) + \text{lub} F(g - f_1 \cap g) \leq F^+(f_1) + F^+(f_2)$. Thus $F^+$ is additive on non-negative functions. But now $F^+$ can be extended to a linear functional on $L$ by the usual definition: $F(f_1 - f_2) = F(f_1) - F(f_2)$, where $f_1$ and $f_2$ are non-negative. And $F^+$ is bounded since $|F^+(f)| \leq F^+(|f|) \leq \|F\| \cdot \|f\|.

Now let $F^-(f) = F^+(f) - F(f)$. Since $F^+(f) \geq F(f)$ if $f \geq 0$, we see that $F^-$ is also a bounded non-negative linear functional, and $F = F^+ - F^-$, proving the theorem.

15B. An integral $J$ is said to be absolutely continuous with respect to an integral $I$ if every $I$-null set is $J$-null.
The Radon-Nikodym Theorem. If the bounded integral \( J \) is absolutely continuous with respect to the bounded integral \( I \), then there exists a unique \( I \)-summable function \( f_0 \) such that \( ff_0 \) is \( I \)-summable and \( J(f) = I(ff_0) \) for every \( f \in L^1(J) \).

Proof. (From [23].) We consider the bounded integral \( K = I + J \) and the real Hilbert space \( L^2(K) \). If \( f \in L^2(K) \), then \( f = f \cdot 1 \in L^1(K) \) and
\[
|J(f)| \leq J(|f|) \leq K(|f|) \leq \|f\|_2 \cdot \|1\|_2
\]
by the Schwarz (or Hölder) inequality. Thus \( J \) is a bounded linear functional over \( L^2(K) \), and there exists by 10G a unique \( g \in L^2(K) \) such that
\[
J(f) = (f, g) = K(fg).
\]
Evidently \( g \) is non-negative (except on a \( K \)-null set). The expansion
\[
J(f) = K(fg) = I(fg) + J(fg) = I(fg) + I(fg^2) + J(fg^2)
\]
shows first that the set where \( g \geq 1 \) is \( I \)-null (by taking \( f \) as its characteristic function) and so \( J \)-null. Thus \( fg^n \downarrow 0 \) almost everywhere if \( f \geq 0 \), and since \( f \in L^1(J) \), then \( J(fg^n) \downarrow 0 \) by 12G. Second, the same expansion shows that, if \( f_0 = \sum_i^n g_i \), then \( ff_0 \in L^1(I) \) and \( J(f) = I(ff_0) \), again by 12G. Taking \( f = 1 \), it follows in particular that \( f_0 \in L^1(I) \). The \( I \)-uniqueness of \( f_0 \) follows from the \( K \)-uniqueness of \( g \) and the relation \( g = f_0/(1 + f_0) \). Since the integrals \( J(f) \) and \( I(ff_0) \) are identical on \( L^2(K) \) and, in particular, on \( L \), they are identical on \( L^1(J) \).

This proof is also valid for the more general situation in which \( J \) is not necessarily absolutely continuous with respect to \( I \). We simply separate off the set \( N \) where \( g \geq 1 \), which is \( I \)-null as above but not now necessarily \( J \)-null, and restrict \( f \) to the complementary set \( S - N \).

15C. Theorem. If \( I \) is a bounded integral and \( F \) is a bounded linear functional on \( L^p(I) \), \( 1 \leq p < \infty \), then there exists a unique
function $f_0 \in L^q$ (where $q = p/(p - 1)$ if $p > 1$ and $q = \infty$ if $p = 1$) such that $\| f_0 \|_q = \| F \|$ and

$$F(g) = (g, f_0) = I(gf_0)$$

for every $g \in L^p$. That is, $(L^p)^* = L^q$.

**Proof.** The variations of $F$ are integrals on $L$ since $f_n \downarrow 0$ implies $\| f_n \|_p \downarrow 0$ and since $F^+$ and $F^-$ are bounded by $\| F \|$. Since $\| f \|_p = 0$, and therefore $F^+(f) = F^-(f) = 0$, when $f$ is $I$-null, the variations of $F$ are absolutely continuous with respect to $I$. Hence there exists by the Radon-Nikodym theorem a summable function $f_0$ such that

$$F(g) = I(gf_0)$$

for every function $g$ which is summable with respect to both $F^+$ and $F^-$, and in particular for every $g \in L^p$. If $g$ is bounded, $0 \leq g \leq | f_0 |$ and $p > 1$, then

$$I(g^q) \leq I(g^{q-1} \text{sgn} f_0 : f_0) \leq \| F \| \cdot \| g^{q-1} \|_p = \| F \| \cdot [I(g^q)]^{1/p}$$

so that $\| g \|_q \leq \| F \|$. Since we can choose such functions $g_n$ so that $g_n \uparrow | f_0 |$, it follows from 12G that $f_0 \in L^q$ and $\| f_0 \|_q \leq \| F \|$.

The case $p = 1$ is best treated directly. Suppose that $\| f_0 \|_\infty \geq \| F \| + \varepsilon$ ($\varepsilon > 0$) and let $g$ be the characteristic function of $A = \{ p : | f_0 (p) | \geq \| F \| + \varepsilon/2 \}$. Then $\| F \| + \varepsilon/2) \mu(A) \leq I( | gf_0 |) = F( g \text{sgn} f_0 ) \leq \| F \| \cdot \| g \|_1 = \| F \| \cdot \mu(A)$, a contradiction. Therefore $\| f_0 \|_\infty \leq \| F \|$.

Conversely, we have $| F(g) | \leq I( | gf_0 |) \leq | g |_p \| f_0 \|_q$ (by the Hölder inequality if $p > 1$), so that $\| F \| \leq \| f_0 \|_q$. Together with the above two paragraphs this establishes the equality $\| F \| = \| f_0 \|_q$.

The uniqueness of $f_0$ can be made to follow from 15B. It can be as easily checked directly, by observing that, if $f_0$ is not (equivalent to) zero, then $F$ is not the zero functional, so that non-equivalent functions $f_0$ define distinct functionals $F$.

15D. The requirement that $I$ be bounded can be dropped from the preceding theorem if $p > 1$, but if $p = 1$ it must be replaced by some condition such as that of 13E. The discussion follows.
If the domain of $F$ is restricted to the subspace of $L^p$ consisting of the functions which vanish off a given summable set $S_1$, then the norm of $F$ is decreased if anything. The preceding theorem furnishes a function $f_1$ defined on $S_1$. If $S_2$ and $f_2$ are a second such pair, then the uniqueness part of 15C shows that $f_1$ and $f_2$ are equivalent on $S_1 \cap S_2$. Suppose now that $p > 1$. Let $b = \text{lub} \{|| f ||_q : \text{all such } f \}$ and let $S_n$ be a nested increasing sequence such that $|| f_n ||_q \uparrow b$. Then $\{f_n\}$ is a Cauchy sequence in $L^q$ and its limit $f_0$ is confined to $S_0 = \bigcup_i S_n$, with $|| f_0 ||_q = b$. Because of this maximal property of $f_0$, there can be no non-null $f'$ whose domain $S'$ is disjoint from $S_0$. Now if $g \in L^p$ and if the set on which $g \neq 0$ is broken up into a countable union of disjoint summable sets $A_m$, then the restriction $f_m$ of $f_0$ to $A_m$ is the function associated by 15C with $A_m$, and $F(g) = \sum_i I(gmf_m) = \sum_i I(gf_0)$. As before, $|| F || \leq || f_0 ||_q$, and since $|| f_0 ||_q = b \leq || F ||$ the equality follows.

Now if $p = 1$ this maximizing process cannot be used to furnish a single function $f_0 \in L^\infty$ and there is in general no way of piecing together the functions $f_\alpha$ associated by 15C with summable sets $S_\alpha$ to form a function $f_0$ defined on the whole of $S$. However, if there is a basic disjoint family $\{S_\alpha\}$ with the property discussed in 13E, then the function $f_0$ defined to be equal to $f_\alpha$ on $S_\alpha$ is measurable and is easily seen (as in the case $p > 1$ considered above) to satisfy $F(g) = I(gf_0)$ for all $g \in L^1$.

§ 16. INTEGRATION ON LOCALLY COMPACT HAUSDORFF SPACES

16A. We specialize the considerations of § 12 now to the case where $S$ is a locally compact Hausdorff space and $L$ is the algebra of all real-valued continuous functions which vanish off compact sets. We write $L^+$ for the set of non-negative functions in $L$, and $L_A$ and $L_A^+$ for the sets of functions in $L$ and $L^+$ respectively which vanish outside of $A$.

Lemma 1. If $f_n \in L$ and $f_n \downarrow 0$, then $f_n \downarrow 0$ uniformly.

Proof. Given $\epsilon$, let $C_n = \{p : f_n(p) \geq \epsilon\}$. Then $C_n$ is compact and $\bigcap_n C_n = \emptyset$, so that $C_n = \emptyset$ for some $n$. That is, $|| f_n ||_\infty \leq \epsilon$ for some, and so for all later, $n$, q.e.d.
Lemma 2. A non-negative linear functional is bounded on $L_C$ whenever $C$ is compact.

Proof. We can choose $g \in L^+$ such that $g \geq 1$ on $C$. Then $f \in L_C$ implies $|f| \leq \|f\|_\infty g$ and $|I(f)| \leq I(g) \cdot \|f\|_\infty$, so that $\|I\| \leq I(g)$ on $L_C$.

Theorem. Every non-negative linear functional on $L$ is an integral.

Proof. If $f_n \downarrow 0$, then $\|f_n\|_\infty \downarrow 0$ by Lemma 1. If $f_1 \in L_C$, then $f_n \in L_C$ for all $n$, and, if $B$ is a bound for $I$ on $C$ (Lemma 2), then $|I(f_n)| \leq B \|f_n\|_\infty$ and $I(f_n) \downarrow 0$. Therefore, $I$ is an integral.

16B. Let $S_1$ and $S_2$ be locally compact Hausdorff spaces and let $I$ and $J$ be non-negative linear functionals on $L(S_1)$ and $L(S_2)$ respectively. Then $I_x(J_yf(x, y)) = J_y(I_xf(x, y))$ for every $f$ in $L(S_1 \times S_2)$, and this common value is an integral on $L(S_1 \times S_2)$.

Proof. Given $f(x, y) \in L(S_1 \times S_2)$, let $C_1$ and $C_2$ be compact sets in $S_1$ and $S_2$ respectively such that $f$ vanishes off $C_1 \times C_2$, and let $B_1$ and $B_2$ be bounds for the integrals $I$ and $J$ on $C_1$ and $C_2$ respectively. Given $\epsilon$, we can find a function of the special form $k(x, y) = \sum_i g_i(x)h_i(y)$, $g_i \in L_{C_1}$, $h_i \in L_{C_2}$, such that $\|f - k\|_\infty < \epsilon$, for by the Stone-Weierstrass theorem the algebra of such functions $k$ is dense in $L_{C_1 \times C_2}$. It follows, first, that $|J_yf(x, y) - \sum J(h_i)g_i(x)| = |J_y(f - k)| < \epsilon B_2$, so that $J_yf$ is a uniform limit of continuous functions of $x$ and is itself therefore continuous, and, second, that $|I_xJ_yf - \sum I(g_i)J(h_i)| < \epsilon B_1 B_2$. Together with the same inequality for $J_yI_xf$, this yields $|I_xJ_yf - J_yI_xf| < 2\epsilon B_1 B_2$ for every $\epsilon$, so that $I_xJ_yf = J_yI_xf$. It is clear that this functional is linear and non-negative, and therefore an integral.

16C. (Fubini Theorem.) If $K$ is the functional on $L(S_1 \times S_2)$ defined above and if $f(x, y) \in B^+(S_1 \times S_2)$, then $f(x, y) \in B^+(S_1)$ as a function of $x$ for every $y$, $I_xf(x, y) \in B^+(S_2)$ and

$$Kf = J_y(I_xf(x, y)).$$

Proof. We have seen in 16B that the set $\mathcal{F}$ of functions of $B^+(S_1 \times S_2)$ for which the theorem is true includes $L^+(S_1 \times S_2)$.
It is also $L$-monotone. For suppose that $\{f_n\}$ is a sequence of $L$-bounded functions of $\mathfrak{F}$ and that $f_n \uparrow f$ or $f_n \downarrow f$. Then $K(f)$

$$
\lim K(f_n) = \lim J_y(I_x f_n) = J_y(\lim I_x f_n) = J_y(I_x \lim f_n) = J_y I_x f,
$$

by repeated application of $12G$ or $12K$ (or their negatives). Thus $\mathfrak{F}$ is $L$-monotone and includes $L^+$, and is therefore equal to $\mathfrak{B}^+$ by $12I$.

The Fubini theorem is, of course, valid in the absence of topology, but the proof is more technical, and the above case is all that is needed in this book.

16D. The more usual approach to measure and integration in Cartesian product spaces starts off with an elementary measure

$$
\mu(A \times B) = \mu_1(A)\mu_2(B)
$$
on "rectangles" $A \times B (A \subset S_1, B \subset S_2)$. This is equivalent to starting with an elementary integral

$$
\int \sum c_i \varphi_{A_i \times B_i} = \sum c_i \mu_1(A_i)\mu_2(B_i)
$$

over linear combinations of characteristic functions of rectangles. The axioms of $12A$ for an elementary integral are readily verified. We first remark that for a function $f(x, y)$ of the above sort the definition of $\int f$ is actually in terms of the iterated integral:

$$
\int f = \int \left( \int f \, dx \right) \, dy = \int \left( \int f \, dy \right) \, dx.
$$

If now $f_n(x, y)$ is a sequence of elementary functions and $f_n \downarrow 0$, then $f_n \downarrow 0$ as a function of $x$ for every $y$ and therefore $\int f_n \, dx \downarrow 0$ for every $y$ by the property $12G$ of the integral in the first measure space $S_1$. But then $\int \left( \int f_n \, dx \right) \, dy \downarrow 0$ by the same property of the integral in the second space. Hence $\int f_n \, d\mu \downarrow 0$, proving (4) of $12A$. The other axioms are more easily checked and we can therefore assume the whole theory of measure and integration as developed in this chapter.

In case $S_1$ and $S_2$ are locally compact spaces and $\mu_1$ and $\mu_2$ arise from elementary integrals on continuous functions, we now have two methods for introducing integration in $S_1 \times S_2$ and it must be shown that they give the same result. If $\mathfrak{B}$ and $\mathfrak{B}'$ are the two families of Baire functions thereby generated ($\mathfrak{B}$ by con-
tinuous elementary functions and $\mathcal{A}'$ by the above step functions), it must be shown that $\mathcal{A} = \mathcal{A}'$ and that the two integrals agree on any generating set for this family. Now it is easy to see that $\varphi_{A \times B} \subseteq \mathcal{A}$ if $A$ and $B$ are integrable sets in $S_1$ and $S_2$, for $\varphi_{A \times B} = \varphi_A(x)\varphi_B(y)$ lies in the monotone family generated by functions $f(x)g(y)$, where $f$ and $g$ are elementary continuous functions on $S_1$ and $S_2$. Thus $\mathcal{A}' \subseteq \mathcal{A}$. Conversely, if $f \in L(S_1)$ and $g \in L(S_2)$, then $f(x)g(y)$ can be uniformly approximated by a step function of the form $(\sum \varphi_A(x))(\sum \varphi_B(y))$, and, therefore, by the Stone-Weierstrass theorem any continuous function $f(x, y)$ which vanishes off a compact set can be similarly approximated. Thus $\mathcal{A} \subseteq \mathcal{A}'$, proving that $\mathcal{A} = \mathcal{A}'$. By the same argument the two integrals agree for functions $f(x, y)$ of the form $f(x)g(y)$ and therefore on the whole of $\mathcal{A} = \mathcal{A}'$.

§ 17. THE COMPLEX $L^p$-SPACES

17A. We make the obvious definition that a complex-valued function $f = u + iv$ is measurable or summable if and only if its real and imaginary parts $u$ and $v$ are measurable or summable. Evidently a measurable function $f$ is summable if and only if $|f| = (u^2 + v^2)^{1/2}$ is summable, and we can prove the critical inequality:

$$|I(f)| \leq I(|f|).$$

**Proof.** We observe that $h = u^2/(u^2 + v^2)^{1/4} \in L^1$. The Schwarz inequality can therefore be applied to $|u| = h^{1/4}(u^2 + v^2)^{3/4}$ giving $|I(u)|^2 \leq I(h)I((u^2 + v^2)^{1/2})$. Writing down the corresponding inequality for $v$ and adding, we obtain

$$|I(u)|^2 + |I(v)|^2 \leq I((u^2 + v^2)^{3/2})^2,$$

as was desired.

17B. The definition of $L^p$ is extended to include all complex-valued measurable functions $f$ such that $|f|^p$ is summable with $\|f\|_p = [I(|f|^p)]^{1/p}$ as before, and we see at once that $f \in L^p$ if and only if $u, v \in L^p$. The Hölder and Minkowski inequalities remain unchanged by virtue of the inequality in 17A. The extended $L^p$ is complete, for a sequence $f_n = u_n + iv_n$ is Cauchy if
and only if its real and imaginary parts $u_n$ and $v_n$ are real Cauchy sequences.

17C. A bounded linear functional $F$ on $L^p$, considered on the subset of real-valued functions, has real and imaginary parts each of which is a real-valued bounded linear functional. Taken together these determine by 15C a complex-valued measurable function $f_0 \in L^q$ such that $F(g) = I(gf_0^*)$ for every real function $g \in L^p$, and hence, because $F$ is complex-homogeneous, for every $g \in L^p$. The proof that $\| F \| = \| f_0 \|_q$ holds as well in the complex case as in the real case if we replace $f_0$ by $\overline{f_0}$ throughout 15C and remember that $\text{sgn} f_0 = e^{i \text{arg} f_0}$.

Since this time we already know that $f_0 \in L^q$ a slight simplification can be made, as follows. That $\| F \| \leq \| f_0 \|_q$ follows, as before, from the Hölder inequality. If $p > 1$, we can take $g = |f_0|_{q-1} e^{i \text{arg} f_0}$ and get $F(g) = I(|f_0|_q) = \| f_0 \|_q, \| g \|_p = (\| f_0 \|_q)^{q/p}$ and $|F(g)| \| g \|_p = \| f_0 \|_q$. Thus $\| F \| \geq \| f_0 \|_q$, and so $\| F \| = \| f_0 \|_q$. 

Chapter IV

BANACH ALGEBRAS

This chapter is devoted to an exposition of part of the theory of Banach algebras, with emphasis on the commutative theory stemming from the original work of Gelfand [12]. This theory, together with its offshoots, is having a marked unifying influence on large sections of mathematics, and in particular we shall find that it provides a basis for much of the general theory of harmonic analysis. We begin, in section 19, with a motivating discussion of the special Banach algebra \( C(\mathcal{D}) \) of all continuous complex-valued functions on a compact Hausdorff space, and then take up the notions of maximal ideal, spectrum and adverse (or quasi-inverse) thus introduced. The principal elementary theorems of the general theory are gathered together in § 24.

§ 18. DEFINITION AND EXAMPLES

Definition. A Banach algebra is an algebra over the complex numbers, together with a norm under which it is a Banach space and which is related to multiplication by the inequality:

\[
\| xy \| \leq \| x \| \| y \| .
\]

If a Banach algebra \( A \) has an identity \( e \), then \( \| e \| = \| ee \| \leq \| e \|^2 \), so that \( \| e \| \geq 1 \). Moreover, it is always possible to re-norm \( A \) with an equivalent smaller norm \( \| x \| \) so that \( \| e \| = 1 \); we merely give an element \( y \) the norm of the bounded linear transformation which left-multiplication by \( y \) defines on \( A \) (\( \| y \| = \operatorname{lub} | yx / \| x \| | \)) and observe that then \( \| y \| \| e \| \leq \)
\[ \| y \| \leq \| y \|. \] We shall always suppose, therefore, that \( \| e \| = 1. \)

If \( A \) does not have an identity, it will be shown in 20C that the set of ordered pairs \( \{ \langle x, \lambda \rangle : \lambda \text{ is a complex number and } x \in A \} \) is an extension of \( A \) to an algebra with an identity, and a routine calculation will show the reader that the norm \( \| \langle x, \lambda \rangle \| = \| x \| + |\lambda| \) makes the extended algebra into a Banach algebra.

We have already pointed out several Banach algebras in our preliminary chapters. These were:

1a. The bounded continuous complex-valued functions on a topological space \( S \), with the uniform norm \( \| f \|_\infty = \text{lub}_{x \in S} |f(x)| \) (see 4B).

1b. The essentially-bounded measurable complex-valued functions on a measure space \( S \), with the essential uniform norm (see 14E).

2a. The bounded linear transformations (operators) on a Banach space (see 7C).

2b. The bounded operators on a Hilbert space (§ 11).

Of these algebras, 1a and 2b will be of continued interest to us. Still more important will be the group algebras of locally compact groups, of which the following are examples:

3a. The sequences of complex numbers \( a = \{a_n\} \) with \( \| a \| = \sum_{-\infty}^{\infty} |a_n| < \infty \) and with multiplication \( a \ast b \) defined by

\[
(a \ast b)_n = \sum_{m=-\infty}^{+\infty} a_{n-m}b_m.
\]

Here we have the group \( G \) of integers as a measure space, the measure of each point being 1. The norm is simply the \( L^1 \) norm, \( \| a \| = \int_G |a| \), and the algebra is \( L^1(G) \). Its multiplication as defined above is called convolution. We shall omit checking the algebraic properties of convolution, but it should be noticed that the norm inequality \( \| a \ast b \| \leq \| a \| \| b \| \) arises from the reversal of a double summation, which is a special case of the Fubini theorem:

\[
\| a \ast b \| = \sum_n | \sum_m a_{n-m}b_m | \leq \sum_m (\sum_n |a_{n-m}b_m|) = \sum_m |b_m| \| a \| = \| a \| \| b \|.
\]
It is clear that the sequence \( e \) defined by \( e_0 = 1 \) and \( e_n = 0 \) if \( n \neq 0 \) is an identity for this algebra.

3b. \( L^1(-\infty, \infty) \) with convolution as multiplication:

\[
[f * g](x) = \int_{-\infty}^{\infty} f(x - y)g(y) \, dy
\]

Here the group is the additive group of the real numbers, with ordinary Lebesgue measure. The inequality \( \| f * g \|_1 \leq \| f \|_1 \| g \|_1 \) is again due to the Fubini theorem:

\[
\| f * g \|_1 = \int_{-\infty}^{\infty} \left| \int_{-\infty}^{\infty} f(x - y)g(y) \, dy \right| \, dx \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |f(x - y)g(y)| \, dx \, dy = \| f \|_1 \| g \|_1.
\]

In each of 3a and 3b the measure used is the so-called Haar measure of the group.

The following are examples of important types of Banach algebras with which we shall be less concerned.

4. The complex-valued functions continuous on the closed unit circle \( \| z \| \leq 1 \) and analytic on its interior \( \| z \| < 1 \), under the uniform norm.

5. The complex-valued functions on \([0, 1]\) having continuous first derivatives, with \( \| f \| = \| f \|_\infty + \| f' \|_\infty \).

\section*{§ 19. Function algebras}

The imbedding of a Banach space \( X \) in its second conjugate space \( X^{**} \), that is, the representation of \( X \) as a space of linear functionals over the Banach space \( X^* \), is an important device in the general theory of Banach spaces. In Gelfand's theory of a commutative Banach algebra \( A \) the corresponding representation is \textit{all}-important. We consider now the space \( \Delta \) of all continuous \textit{homomorphisms} of \( A \) onto the complex numbers, for every \( x \in A \) the function \( \hat{x} \) on \( \Delta \) defined by \( \hat{x}(h) = h(x) \) for all \( h \in \Delta \), and the algebraic \textit{homomorphism} of \( A \) onto the algebra \( \hat{A} \) of all such functions \( \hat{x} \). It is clear that \( \Delta \) is a subset of the conjugate space \( A^* \) of \( A \) considered as a Banach space, and the function \( \hat{x} \) is obtained
by taking the functional $x^{**}$, with domain $A^*$, and restricting its domain to $\Delta$. This change of domain greatly changes the nature of the theory. For example, $\Delta$ is a weakly closed subset of the closed unit sphere in $A^*$ and is therefore weakly compact. Moreover, the linear character of $x^{**}$ becomes obliterated, since $\Delta$ has no algebraic properties, and $x$ is merely a continuous function on a compact space. The more nearly analogous representation theorem for Banach spaces would be the fact that, if $x^0$ is the restriction of $x^{**}$ to the strongly closed unit sphere in $A^*$, then the mapping $x \to x^0$ is a linear isometry of $X$ with a Banach space (under the uniform norm) of continuous complex-valued functions on a compact Hausdorff space. But, whereas this representation theorem for a Banach space is devoid of implication and is of the nature of a curio, the corresponding representation $x \to \hat{x}$ of a commutative Banach algebra by an algebra of functions is of the utmost significance. Thus the representation algebra $\hat{A}$ is the vehicle for the development of much of the theory of Banach algebras, and the transformation $x \to \hat{x}$ is a generalization of the Fourier transform.

If our sole concern were the commutative theory we would take the simple concept of a function algebra as central and let the theory grow around it. We shall not adopt this procedure because we want to include a certain amount of general non-commutative theory. However, we shall start out in this section with some simple observations about function algebras, partly as motivation for later theory and partly as first steps in the theory itself.

19A. A homomorphism $h$ of one complex algebra onto another is, of course, a ring homomorphism which also preserves scalars: $h(\lambda x) = \lambda h(x)$. The statements in the following lemma are obvious.

**Lemma.** Let $x \to \hat{x}$ be a homomorphism of an algebra $A$ onto an algebra $\hat{A}$ of complex-valued functions on a set $S$. If $p$ is a point of $S$, then the mapping $x \to \hat{x}(p)$ is a homomorphism $h_p$ of $A$ into the complex numbers whose kernel is either a maximal ideal $M_p$ of deficiency 1 in $A$ or is the whole of $A$. The mapping $p \to h_p$ embeds $S$ (possibly in a many-to-one way) in the set $H$ of all homo-
morphisms of $A$ into the complex numbers. Conversely, if $S$ is any subset of $H$ and if the function $\hat{s}$ is defined on $S$ by $\hat{s}(h) = h(x)$ for every $h \in S$, then the mapping $x \mapsto \hat{s}$ is a homomorphism of $A$ onto the algebra $\hat{A}$ of all such functions.

A pseudo-norm is a non-negative functional which satisfies all the requirements of a norm except that there may exist non-zero $x$ such that $\|x\| = 0$. A pseudo-normed algebra has the obvious definition. The inequalities $\|x + y\| \leq \|x\| + \|y\|$ and $\|xy\| \leq \|x\| \|y\|$ show that the set $I$ of all $x$ such that $\|x\| = 0$ is an ideal in $I$. Moreover $\|x\|$ is constant on each coset of the quotient algebra $A/I$ and defines a proper norm there. Any linear mapping with domain $A$ which is bounded with respect to the pseudo-norm is zero on $I$ and therefore by 7D is transferable to the domain $A/I$ without changing its norm. In particular the conjugate space $A^*$ is thus identified with $(A/I)^*$.

**Lemma.** If the algebra $\hat{A}$ in the above lemma consists of bounded functions, then $\hat{A}$ defines a pseudo norm in $A$, $\|x\| = \|\hat{x}\|_\infty$, and the mapping $p \mapsto h_p$ identifies $S$ with a subset of the unit sphere in the conjugate space $A^*$ of $A$.

**Proof.** Obvious.

**19B.** The following theorem is very important for our later work. It is our replacement for the weak compactness of the unit sphere in $A^*$.

**Theorem.** If $A$ is a normed algebra and if $\Delta$ is the set of all continuous homomorphisms of $A$ onto the complex numbers, then $\Delta$ is locally compact in the weak topology defined by the functions of $\hat{A}$. If $A$ has an identity, then $\Delta$ is compact. If $\Delta$ is not compact, then the functions of $\hat{A}$ all vanish at infinity.

**Proof.** If $h \in \Delta$, then its nullspace $M_h$ is a closed ideal and the quotient space is a normed linear space isomorphic to the complex number field. If $E$ is the identity coset, then $h(x) = \lambda$ if and only if $x \in \lambda E$. Now $E$ cannot contain elements of norm less than 1 since otherwise, being closed under multiplication, it would contain elements of arbitrarily small norm. In general, if $x \in \lambda E$ then $x/\lambda \in E$, $\|x/\lambda\| \geq 1$ and $\|x\| \geq |\lambda| = |h(x)|$. 

Thus $\| h \| \leq 1$ for every $h \in \Delta$, and $\Delta$ is a subset of the unit sphere $S_1$ of $A^*$. We know $S_1$ to be weakly compact \(^9\text{B}\) and therefore the closure $\bar{\Delta}$ of $\Delta$ in $S_1$ is compact.

Now the same argument as in \(^9\text{B}\) shows that, if $F \in \bar{\Delta}$, then $F$ is a homomorphism. In fact, if $x$, $y$ and $\epsilon$ are given, there exists by the hypothesis that $F \in \bar{\Delta}$ and the definition of the weak topology an element $h \in \Delta$ such that $|F(x) - h(x)| < \epsilon$, $|F(y) - h(y)| < \epsilon$ and $|F(xy) - h(xy)| < \epsilon$. Since $h(xy) = h(x)h(y)$, it follows that $|F(xy) - F(x)F(y)| < 3\epsilon$ for every $\epsilon$, and therefore that $F(xy) = F(x)F(y)$. Thus either $F$ is a non-zero homomorphism and $F \in \Delta$, or $F = 0$.

We thus have two possibilities: either $\bar{\Delta} = \Delta$ and $\Delta$ is compact, which occurs if the zero homomorphism $h_0$ is not in the closure of $\Delta$, or else $\bar{\Delta} = \Delta \cup \{h_0\}$ and $\Delta$ is a compact space minus one point, and hence locally compact. In the second case every function $\hat{x} \in \hat{\Delta}$ vanishes at infinity, for $\hat{x}$ is continuous on the one-point compactification $\bar{\Delta} = \Delta \cup \{h_0\}$ and $\hat{x}(\infty) = h_0(x) = 0$.

If $A$ has an identity $e$, then $\hat{e}(h) = h(e) = 1$ for all $h \in \Delta$ and it follows that $\hat{e}(F) = F(e) = 1$ for any $F \in \bar{\Delta}$. This rules out the possibility that $h_0 \in \bar{\Delta}$, so that the first case occurs and $\Delta$ is compact. This completes the proof of the theorem.

A by-product of the above proof is the fact that $\| \hat{x} \|_\infty \leq \| x \|$ for every $x \in A$. We thus have a standard norm-decreasing representation of a normed algebra $A$ by an algebra $\hat{A}$ of continuous complex-valued functions on the locally compact Hausdorff space $\Delta$ of all continuous homomorphisms of $A$ onto the complex numbers. We shall call this the Gelfand representation of $A$.

In the simple case of a normed linear space which we sketched earlier the mapping $x \rightarrow x^0$ was an isometry roughly because there exist lots of continuous linear functionals \(^8\text{C}\). Now it is obviously harder for a functional to be a homomorphism than to be merely linear; in fact, there may not exist any non-zero homomorphisms at all. In any case the set $\Delta$ is sparse compared to the unit sphere of $A^*$ and we must expect that the Gelfand representation is in general norm decreasing and that there may be $x$ such that $\hat{x} \equiv 0$. If the mapping is one-to-one (although probably norm decreasing), $A$ will be called a function algebra, and will generally be replaced by the isomorphic algebra of functions $\hat{A}$. 
19C. The correspondence \( h \rightarrow M_h \) between a homomorphism and its kernel allows us to replace \( \Delta \) by the set \( \mathcal{M} \) of all closed maximal ideals of \( A \) which have deficiency 1 as subspaces. In general there will exist many other maximal ideals, some not closed and some not of deficiency 1, which therefore do not correspond to points of \( \Delta \). It is very important for the successful application of the methods of algebra that this cannot happen if \( A \) is a commutative Banach algebra with an identity; now every maximal ideal is closed and is the kernel of a homomorphism of \( A \) onto the complex numbers. This will be shown later for the general case; we prove it here for the special algebra which in the light of the above lemma must be considered as the simplest kind of function algebra, namely, the algebra \( \mathcal{C}(S) \) of all continuous complex-valued functions on a compact Hausdorff space \( S \).

Theorem. If \( S \) is a compact Hausdorff space and if \( I \) is a proper ideal of \( \mathcal{C}(S) \), then there exists a point \( p \in S \) such that \( I \subset M_p \). If \( I \) is maximal, then \( I = M_p \). The correspondence thus established between maximal ideals of \( \mathcal{C}(S) \) and points of \( S \) is one-to-one.

Proof. Let \( I \) be a proper ideal of \( \mathcal{C}(S) \) and suppose that for every \( p \in S \) there exists \( f_p \in I \) such that \( f_p(p) \neq 0 \). Then \( |f_p|^2 = f_p\overline{f_p} \in I \), \( |f_p|^2 \geq 0 \) and \( |f_p|^2 > 0 \) on an open set containing \( p \). By the Heine-Borel theorem there exists a function \( f \in I \), a finite sum of such functions \( |f_p|^2 \), which is positive on \( S \). Then \( f^{-1} \in \mathcal{C}(S) \), \( 1 = f \cdot f^{-1} \in I \) and \( \mathcal{C}(S) = I \), a contradiction. Therefore, \( I \subset M_p \) for some \( p \), and, if \( I \) is maximal, then \( I = M_p \). Finally, if \( p \neq q \), then there exists \( f \in \mathcal{C}(S) \) such that \( f(p) = 0 \) and \( f(q) \neq 0 \) (see 3C) so that \( M_p \neq M_q \) and the mapping \( p \rightarrow M_p \) is one-to-one.

19D. We proved above not only that all the maximal ideals of \( \mathcal{C}(S) \) are closed and of deficiency 1 but also that they are all given by points of \( S \). In the general theory of function algebras these two properties can be separated. Thus it follows from simple lemmas proved later (21D-F) that, if \( A \) is an algebra of bounded functions, then every maximal ideal of \( A \) is closed and of deficiency 1 provided \( A \) is inverse-closed, that is, provided \( A \) has the property that whenever \( f \in A \) and glb \( |f| > 0 \), then
1/f ∈ A. We can then separately raise the question as to when an inverse-closed algebra A of bounded functions on a set S is such that S = Δ. A necessary condition (supposing that A has an identity) is clearly that S be compact under the weak topology defined by A, so that in view of 5G we may as well suppose that we are given a compact Hausdorff space S and a separating, inverse-closed algebra of continuous functions on S. This is not sufficient, however; we still may have S ⊈ Δ. If we add one further property to A, the situation suddenly becomes again very simple. We define a function algebra A to be self-adjoint if f ∈ A ⇒ f ∈ A.

Lemma. If A is a separating, self-adjoint, inverse-closed algebra of continuous complex-valued functions on a compact space S, then every maximal ideal of A is of the form M = M_p for some p ∈ S. In particular Δ = S.

Proof. Identical with that of the above theorem in 19C.

Corollary. If A is a separating, self-adjoint, inverse-closed algebra of bounded complex-valued functions on a set S, then S is dense in Δ.

Proof. If S is the closure of S in Δ, then S is compact and the above lemma applies to the extensions to S of the functions of A, proving that S = Δ as required.

A topology T on a space S which is completely determined by its continuous complex-valued functions is said to be completely regular. By this condition we mean that T is identical with the weak topology T_w defined on S by the algebra C(S) of all bounded complex-valued T-continuous functions. Since the inclusion T_w ⊂ T always holds, complete regularity is equivalent to the inclusion T ⊂ T_w, and it is easy to see that a necessary and sufficient condition for this to hold is that, given any closed set C and any point p ∉ C, there exists a continuous real-valued function f such that f ≡ 0 on C and f(p) = 1.

If S is completely regular, then the above corollary applied to C(S) gives an imbedding of S as a dense set of the compact Hausdorff space Δ such that the given topology of S is its relative to-
pology as a subset of $\Delta$. This is a standard compactification of a completely regular space.

19E. The fact that the property proved in 19C for the algebra $\mathcal{C}(S)$ of all continuous complex-valued functions on a compact Hausdorff space $S$ is now seen (in 19D) to hold for a much more general class of function algebras suggests the presence of further undisclosed properties of $\mathcal{C}(S)$. We consider two here, starting with a relatively weak property which $\mathcal{C}(S)$ also shares with many other function algebras. In order to present these properties in a form most suitable for later comparison with other algebras we make the following general definitions.

**Definition.** In any ring with an identity the kernel of a set of maximal ideals is the ideal which is their intersection. The hull of an ideal $I$ is the set of all maximal ideals which include $I$.

The reader is reminded of the other conventional use of the word "kernel," as in 19A.

**Theorem.** If $B \subseteq S$, then $\overline{B} = \text{hull } (\text{kernel } (B))$.

**Proof.** Let $I_B$ be the kernel of $B$.

$$I_B = \{f : f \in \mathcal{C}(S) \text{ and } f = 0 \text{ on } B\}. $$

If $C = \overline{B}$, then $I_B = I_C$, for a continuous function vanishes on $B$ if and only if it vanishes on $\overline{B} = C$. If $p$ is not in $C$, there exists by 3C a continuous function $f$ which vanishes on $C (f \in I_C)$ but not at $p (f \not\in I_p)$. Thus $I_C \subset I_p$ if and only if $p \in C$, and hull ($I_C$) = $C$. Altogether we have $\overline{B} = C = \text{hull } (I_C) = \text{hull } (I_B)$, q.e.d.

19F. We saw above that a subset of a compact Hausdorff space $S$ is closed if and only if it is equal to the hull of its kernel, when it is considered as a set of maximal ideals in the algebra $\mathcal{C}(S)$. Now this hull-kernel definition of closure can be used to introduce a topology in the space of maximal ideals of any algebra with an identity. This will be discussed further in 20E; our present concern is the comparison of this hull-kernel topology $\mathfrak{s}_{hk}$, defined on a set $S$ by an algebra $A$ of complex-valued functions on $S$, with the weak topology $\mathfrak{s}_w$ defined by $A$, or with any
other (stronger) topology $\mathfrak{t}$ in which the functions of $A$ are all continuous. We prove the following theorem.

**Theorem.** If $A$ is an algebra of continuous complex-valued functions on a space $S$ with topology $\mathfrak{t}$, then $\mathfrak{s} = \mathfrak{t}_{hk}$ if and only if for every closed set $C \subseteq S$ and every point $p$ not in $C$ there exists $f \in A$ such that $f \equiv 0$ on $C$ and $f(p) \neq 0$.

**Proof.** We first remark that since there may be maximal ideals of $A$ other than those given by points of $S$ it is the intersection with $S$ of the actual hull that is referred to here. Let $C$ be $\mathfrak{t}_{hk}$-closed; that is, $C = \text{hull}(I)$ where $I = \text{kernel}(C)$. Now the set of maximal ideals containing a given element $f \in A$ is simply the nullspace of the function $f$ and is therefore closed. The hull of $I$, being the intersection of these nullspaces for all $f \in I$, is therefore closed. Thus every hull-kernel closed set $C$ is also closed and we have the general inclusion $\mathfrak{s} \subseteq \mathfrak{t}$.

The theorem therefore reduces to finding the condition that a closed set $C$ be the hull of its kernel. But the kernel of $C$ is the ideal of elements $f \in A$ such that $f = 0$ on $C$, and the hull of this ideal will be exactly $C$ if and only if for every $p \not\in C$ there exists $f$ in the ideal such that $f(p) \neq 0$. This is the condition of the theorem.

If $A = \mathcal{C}(S)$ in the above theorem, then the condition of the theorem is exactly the one characterizing completely regular spaces. Thus for a completely regular space $\mathfrak{s} = \mathfrak{s}_w = \mathfrak{s}_{hk}$. A function algebra $A$ which satisfies the above condition is called a regular function algebra.

19G. The following result is much less susceptible of generalization than that in 19E. The extent to which it holds or fails to hold in such regular algebras as the algebra of $L^1$-Fourier transforms over $(-\infty, \infty)$ is related to such theorems as the Wiener Tauberian theorem.

**Theorem.** If $S$ is a compact Hausdorff space and $I$ is a uniformly closed ideal in $\mathcal{C}(S)$, then $I = \text{kernel}(\text{hull}(I))$.

**Proof.** Let $C = \text{hull}(I)$, $C = \{p : f(p) = 0 \text{ for all } f \in I\}$. Since each $f \in I$ is continuous the null set (hull) of $f$ is closed, and $C$, the intersection of these null sets, is therefore closed. Let
$S_1$ be the space $S - C$. Then $S_1$ is locally compact and the functions of $I_C$, confined to $S_1$, form the algebra of all continuous functions which vanish at infinity (see 3D). The functions of $I$ form a uniformly closed subalgebra of $I_C$. Let $p_1$ and $p_2$ be distinct points of $S_1$ and let $f$ be a function of $e(S)$ such that $f = 0$ on $C$, $f(p_2) = 0$ and $f(p_1) = 1$. Such a function exists by 3C. Let $g$ be a function of $I$ such that $g(p_1) = 0$. Then $gf \subseteq I$, $gf(p_1) \neq 0$ and $gf(p_2) = 0$. Therefore by the Stone-Weierstrass theorem, 4E, we can conclude that $I = I_C$, q.e.d.

§ 20. MAXIMAL IDEALS

We begin the general theory with some results on maximal ideals in arbitrary rings and algebras. The following simple theorem is perhaps the basic device in the abstract development of harmonic analysis which we are pursuing. Its proof depends explicitly on Zorn’s lemma.

20A. Theorem. In a ring with an identity every proper (right) ideal can be extended to a maximal proper (right) ideal.

Proof. We consider the family $\mathcal{F}$ of all proper (right) ideals in the ring $R$ which includes the given ideal $I$. This family is partially ordered by inclusion. The union of the ideals in any linearly ordered subfamily is an ideal, and is proper since it excludes the identity. Therefore, every linearly ordered subfamily has an upper bound in $\mathcal{F}$, and $\mathcal{F}$ contains a maximal element by Zorn’s lemma, q.e.d.

20B. If $R$ does not have an identity, the above proof fails because the union of a linearly ordered subfamily of $\mathcal{F}$ cannot be shown to be a proper ideal. However, the proof can be rescued if $R$ has a (left) identity modulo $I$, that is, an element $u$ such that $ux - x \in I$ for every $x \in R$, for then $u$ has the necessary property of being excluded from every proper (right) ideal $J$ including $I (u \in J$ and $ux - x \in I \Rightarrow x \in J$ for every $x \in R$, contradicting the assumption that $J$ is proper), and the same proof goes through using $u$ instead of $e$. A (right) ideal $I$ modulo which $R$ has a (left) identity is said to be regular. We have proved:

Theorem. Every proper regular (right) ideal can be extended to a regular maximal (right) ideal.
20C. We shall find throughout that the presence of an identity in an algebra makes the theory simpler and more intuitive than is possible in its absence. It is therefore important to observe, as we do in the theorem below, that we can always enlarge an algebra deficient in this respect to one having an identity, and we shall use this device wherever it seems best to do so. However, in many important contexts this extension seems unnatural and undesirable, and we shall therefore carry along a dual development of the theory so as to avoid it wherever feasible.

Theorem. If $A$ is an algebra without an identity, then $A$ can be imbedded as a maximal ideal of deficiency one in an algebra $A_e$ having an identity in such a way that the mapping $I_e \rightarrow I = A \cap I_e$ is a one-to-one correspondence between the family of all (right) ideals $I_e$ in $A_e$ which are not included in $A$ and the family of all regular (right) ideals $I$ of $A$.

Proof. The elements of $A_e$ are the ordered pairs $\langle x, \lambda \rangle$, where $x \in A$ and $\lambda$ is a complex number. Considering $\langle x, \lambda \rangle$ as $x + \lambda e$, the definition of multiplication is obviously $\langle x, \lambda \rangle \langle y, \mu \rangle = \langle xy + \lambda y + \mu x, \lambda \mu \rangle$; we omit the routine check that the enlarged system $A_e$ is an algebra. It is clear that $\langle 0, 1 \rangle$ is an identity for $A_e$ and that the correspondence $x \rightarrow \langle x, 0 \rangle$ imbeds $A$ in $A_e$ as a maximal ideal with deficiency 1.

Now let $I_e$ be any (right) ideal of $A_e$ not included in $A$ and let $I = I_e \cap A$. $I_e$ must contain an element $v$ of the form $\langle x, -1 \rangle$. Then the element $u = v + e = \langle x, 0 \rangle \in A$ is a left identity for $I_e$ in $A_e$ ($uy - y = (u - e)y = vy \in I_e$ for all $y \in A_e$) and hence automatically for $I$ in $A$. Thus $I$ is regular in $A$. Moreover, since $uy - y \in I_e$ and $uy \in A$ for all $y$, we see that $y \in I_e$ if and only if $uy \in I$.

Conversely, if $I$ is a regular (right) ideal in $A$ and $u = \langle x, 0 \rangle$ is a left identity for $I$ in $A$, we define $I_e$ as $\{y: uy \in I\}$. Direct consideration of the definition of multiplication in $A_e$ shows that $I$ is a (right) ideal in $A_e$; hence $I_e$ is a (right) ideal in $A_e$. It is not included in $A$ since $u\langle x, -1 \rangle = u(u - e) = u^2 - u \in I$ and therefore $u - e = \langle x, -1 \rangle \in I_e$. Moreover, the fact that $uy - y \in I$ for every $y \in A$ shows that $y \in I$ if and only if $uy \in I$ and $y \in A$, i.e., $I = I_e \cap A$. 


We have thus established a one-to-one inclusion preserving correspondence between the family of all regular (right) ideals in $A$ and the family of all (right) ideals of $A_e$ not included in $A$. In particular the regular maximal (right) ideals of $A$ are the intersections with $A$ of the maximal (right) ideals of $A_e$ different from $A$.

**Corollary.** If $S$ is a locally compact but not compact Hausdorff space and $C(S)$ is the algebra of continuous complex-valued functions vanishing at infinity, then the regular maximal ideals of $C(S)$ are given by the points of $S$ in the manner of 19C.

**Proof.** The extended algebra is isomorphic to the algebra $C(S_\infty)$ of all continuous complex-valued functions on the one point compactification of $S$, under the correspondence $\langle f, \lambda \rangle \to f + \lambda$. In the latter algebra $C(S)$ is the maximal ideal corresponding to the point at $\infty$, and its other maximal ideals, corresponding to the points of $S$, give the regular maximal ideals of $C(S)$ by the above theorem.

20D. If $M$ is a regular ideal in a commutative ring $R$, then $M$ is maximal if and only if $R/M$ is a field.

**Proof.** If $R/M$ has a proper ideal $J$, then the union of the cosets in $J$ is a proper ideal of $R$ properly including $M$. Thus $M$ is maximal in $R$ if and only if $R/M$ has no proper ideals. Therefore, given $X \subseteq R/M$ and not zero, the ideal $\{XY : Y \subseteq R/M\}$ is the whole of $R/M$. In particular, $XY = E$ for some $Y$, where $E$ is the identity of $R/M$. Thus every element $X$ has an inverse and $R/M$ is a field. The converse follows from the fact that a field has no non-trivial ideals.

If $R$ is an algebra over the complex numbers, then the above field is a field over the complex numbers. If $R$ is a Banach algebra, we shall see in §22 that this field is the complex number field itself, and we shall therefore be able to proceed with our representation program.

20E. We conclude this section with some simple but important properties of the hull-kernel topology, taken largely from Segal [44]. If $\mathfrak{m}$ is the set of regular maximal (two-sided) ideals of a ring $R$ and $B \subseteq \mathfrak{m}$, we have defined $\overline{B}$ as $h(k(B)) = \text{hull (kernel}$
In our earlier discussion it was unnecessary to know that the operation $B \rightarrow \overline{B}$ was a proper closure operation. Actually, the properties $A \subset B \Rightarrow \overline{A} \subset \overline{B}$ and $B \subset \overline{B} = \overline{B}$ follow at once from the obvious monotone properties $A \subset B \Rightarrow k(B) \subset k(A)$, and $I \subset J \Rightarrow h(J) \subset h(I)$. However, the law $A \cup B = \overline{A} \cup \overline{B}$ is more sophisticated, and we present a formal proof.

**Lemma.** If $A$ and $B$ are closed subsets of $\mathfrak{M}$, then $A \cup B$ is closed.

**Proof.** Suppose that $A \cup B$ is not closed. Then there exists $M \in \mathfrak{M}$ such that $k(A \cup B) \subset M$ and $M \not\subset A \cup B$. Since $A$ is closed, $k(A) \not\subset M$ and so $k(A) + M = R$. If $e$ is an identity modulo $M$, it follows that there exist $a \in k(A)$ and $m_1 \in M$ such that $e = a + m_1$. Similarly, there exist $b \in k(B)$ and $m_2 \in M$ such that $e = b + m_2$. Multiplying we get $e^2 - ab \in M$, and since $e^2 - e \in M$ we see that $ab$ is an identity modulo $M$. But $ab \in M$ (since $ab \in k(A) \cap k(B) = k(A \cup B) \subset M$), and this is a contradiction.

**Remarks:** The reader should notice that this proof is not valid in the space of regular maximal right ideals, since we then can conclude neither that $e^2 - ab \in M$ nor that $ab \in M$. The notion of hull-kernel closure is still available, but we cannot conclude that it defines a topology.

We also call explicitly to the reader’s attention the fact that every hull is closed. This, like the elementary topological properties listed before the above lemma, is due to the inclusion reversing nature of the hull and kernel mappings. Thus if $C = \text{hull } I$, then $I \subset k(C)$ and $h(k(C)) \subset h(I) = C$, or $\overline{C} \subset C$, as required. Similarly any kernel is the kernel of its hull.

**20F.** We saw above in **19G** that $I = k(h(I))$ if $I$ is a closed ideal in the algebra $\mathfrak{C}(S)$ of all continuous complex-valued functions on a compact Hausdorff space $S$. This result does not hold for ideals in general rings, even when they are closed under suitable topologies. The best general result of this nature is the following theorem, various versions of which were discovered independently by Godement, Segal, and Silov. It is the algebraic basis of that part of harmonic analysis exemplified by the Wiener
Tauberian theorem. We define a ring $R$ to be semi-simple if the intersection of its regular maximal ideals is zero.

**Lemma.** If $I$ and $J$ are ideals with disjoint hulls and $J$ is regular, then $I$ contains an identity modulo $J$.

**Proof.** An identity $e$ modulo $J$ is also an identity modulo $I + J$, and $I + J$ is therefore regular. But by hypothesis $I + J$ is included in no regular maximal ideal; therefore $I + J = R$, and in particular there exist $i \in I$ and $j \in J$ such that $i + j = e$. The element $i = e - j$ is clearly an identity modulo $J$, q.e.d.

**Theorem.** Let $R$ be a semi-simple ring, $I$ an ideal in $R$ and $U$ an open set of regular maximal ideals such that $h(I) \subset U$ and $k(U')$ is regular. Then $k(U) \subset I$.

**Proof.** The hypothesis that $U'$ is closed is equivalent to $U' = h(J)$, where $J = k(U')$. Thus $I$ and $J$ have disjoint hulls and by the lemma $I$ contains an identity modulo $J$, say $i$. If $x \in k(U)$ it follows that $ix - x$ belongs to every regular maximal ideal, and since $R$ is semi-simple this means that $ix - x = 0$. Thus $x = ix \in I$, q.e.d.

We include the following variant largely for comparison with the later theory of regular Banach algebras.

**Theorem.** Let $R$ be a commutative semi-simple ring and let $I$ be an ideal in $R$. Then $I$ contains every element $x$ such that $h(I) \subset \text{int} \ h(x)$ and such that $x = ex$ for some $e \in R$.

**Proof.** If $C$ is the complement of $h(x)$ and $J = k(C)$, then the first hypothesis says that $I$ and $J$ have disjoint hulls. The second hypothesis implies that $e$ is an identity modulo $J$, though this is by no means immediately obvious. It depends on the following lemma.

**Lemma.** Two subsets of a semi-simple commutative ring $R$ annihilate each other if and only if the union of their hulls is $R$.

**Proof.** If $x$ and $y$ are elements such that $h(x) \cup h(y) = R$, then $xy$ belongs to every regular maximal ideal and so $xy = 0$, by the semi-simplicity of $R$. Conversely let $A$ and $B$ be subsets
of $R$ such that $AB = 0$. If $h(A) \cup h(B) \neq R$, then there exist a regular maximal ideal $M$ and elements $a \in A$ and $b \in B$ such that neither $a$ nor $b$ belongs to $M$. Thus neither $a$ nor $b$ is zero modulo $M$ whereas $ab = 0$, contradicting the fact that $R/M$ is a field.

Returning now to the theorem, the fact that $x(ey - y) = (xe - x)y = 0$ implies by the lemma that $ey - y$ belongs to every regular maximal ideal which does not contain $x$ and hence belongs to $J$. Thus $e$ is an identity modulo $J$, and $x \in I$ exactly as before.

20G. We conclude this section with the theorem on the persistence of the hull-kernel topology under homomorphisms.

**Theorem.** If $I$ is a proper ideal in a ring $R$, then a subset of $R/I$ is an ideal in $R/I$ if and only if it is of the form $J/I$ where $J$ is an ideal of $R$ including $I$. $J/I$ is regular and/or maximal in $R/I$ if and only if $J$ is regular and/or maximal in $R$. The space of regular maximal ideals in $R/I$ thus corresponds to the hull of $I$ in the space of regular maximal ideals of $R$, and the correspondence is a homeomorphism with respect to the hull-kernel topologies.

**Proof.** Direct verification.

§ 21. **Spectrum; Adverse**

In this section we shall add to our repertoire the two very important notions of spectrum and adverse. These concepts arise naturally out of the question as to what can be meant in general by the statement: the element $x$ assumes the value $\lambda$. This should have the same meaning as the statement that $x - \lambda e$ assumes the value $0$, and should reduce to the ordinary meaning in the case of our model algebra $e(S)$ of all continuous functions on a compact Hausdorff space. In this case there are two obvious algebraic formulations of the statement: first, that $x - \lambda$ belongs to some maximal ideal, and second, that $(x - \lambda)^{-1}$ fails to exist. We show below that these two properties are equivalent in any algebra, so that either can be taken as the desired generalization. We set $y = x - \lambda e$, and prove the equivalence for $y$ in any ring with an identity.
21A. **Theorem.** If $R$ is a ring with an identity, then an element $y$ has a right inverse if and only if $y$ lies in no maximal right ideal. If $y$ is in the center of $R$, then $y^{-1}$ exists if and only if $y$ lies in no maximal (two-sided) ideal.

**Proof.** If $y$ has a right inverse $z$ and lies in a right ideal $I$, then $yz = e \in I$ and $I = R$. Thus $y$ can lie in no proper right ideal. Conversely, if $y$ does not have a right inverse, then the set $\{yz: z \in R\}$ is a proper right ideal containing $y$, and can be extended to a maximal right ideal containing $y$ by 20A. Thus the first statement of the theorem is valid. The same proof holds for the second statement, needing only the additional remark that since $y$ now is assumed to commute with every element of $R$ the set $\{yz: z \in R\}$ is now a two-sided ideal.

21B. If $x$ is an element of an algebra $A$ with an identity, then the set of all $\lambda$ such that $(x - \lambda e)^{-1}$ does not exist, corresponding to the range of $f$ in the case of the algebra $c(S)$, is called the spectrum of $x$.

If $A$ does not have an identity, we define the spectrum of an element $x$ to be that set of complex numbers which becomes the spectrum of $x$ in the above sense when $A$ is enlarged by adding an identity, as in 20C.

In this case $\lambda = 0$ must always be in the spectrum of an element $x$, for an element $x \in A$ cannot have an inverse in the extended algebra $A_e(x(y + \lambda e) = e \Rightarrow e = xy + \lambda x \in A)$. Moreover the non-zero spectrum of $x$ can still be determined within $A$ by rephrasing the discussion of $(x - \lambda e)^{-1}$ so that $e$ does not occur. In fact, after setting $x = \lambda y$ and factoring out $\lambda$, we can write $(y - e)^{-1}$, if it exists, in the form $u - e$, and the equation $(y - e)(u - e) = e$ becomes $y + u - yu = 0$, the desired condition. Such an element $u$ must belong to $A$, for $u = yu - y \in A$. The following definition is clearly indicated.

In any ring $R$, if $x + y - xy = 0$, then $y$ is said to be a right adverse of $x$, and $x$ is a left adverse of $y$. We shall see below that, if $x$ has both right and left adverses, then they are equal and unique, and this uniquely determined element is called the adverse of $x$.

The conclusions we reached above now take the following form.
**Theorem.** If $A$ is an algebra without an identity, then $0$ is in the spectrum of every element, and a non-zero $\lambda$ is in the spectrum of $x$ if and only if $x/\lambda$ does not have an adverse in $A$.

**21C.** We return now to the proof that right and left adverses are equal.

**Theorem.** If an element $x$ has both right and left adverses, then the two are equal and unique.

**Proof.** If $u$ and $v$ are left and right adverses of $x$, then the proof of their equality and uniqueness is equivalent to the usual proof that $e - u$ and $e - v$, the left and right inverses of $e - x$, are equal and unique, and can be derived from that proof by cancelling out $e$.

A better procedure, which can be systematically exploited, is to notice that the mapping $e - x \to x$ takes multiplication into a new operation $x \circ y = x + y - xy$ and takes $e$ into $0$. It follows at once that $x \circ y$ is associative and that $0 \circ x = x \circ 0 = x$. The desired proof now takes the following form:

$$u = u \circ 0 = u \circ (x \circ v) = (u \circ x) \circ v = 0 \circ v = v.$$  

**21D.** If we carry out the proof of 21A for an element $x - e$ and then cancel out $e$, we get the following replacement theorem.

**Theorem.** In any ring $R$ an element $x$ has a right adverse if and only if there exists no regular maximal right ideal modulo which $x$ is a left identity.

**Proof.** If $x$ has no right adverse, then the set $\{xy - y : y \in A\}$ is a right ideal not containing $x$ modulo which $x$ is clearly a left identity ($xy = y \text{ mod } I$ since $xy - y \in I$), and this ideal can be extended to a regular maximal ideal with the same property by 20B. Conversely, if $x$ has a right adverse $x'$ and if $x$ is a left identity for a right ideal $I$, then $x = xx' - x' \in I$. Then $y = xy - (xy - y) \in I$ for every $y \in R$ and $I = R$. Thus $x$ cannot be a left identity modulo any proper right ideal.

If $x \in \text{center (R)}$, then the above theorem has the expected counterpart involving adverse and regular two-sided ideals. In particular we have the corollary:
Corollary. If $x$ is an element of the center of an algebra $A$ and if $\lambda \neq 0$, then $\lambda$ is in the spectrum of $x$ if and only if $x/\lambda$ is an identity modulo some regular maximal ideal.

21E. Theorem. If $P$ is a polynomial without constant term, then the spectrum of $P(x)$ is exactly $P(\text{spectrum}(x))$.

Proof. We assume an identity, enlarging the algebra if necessary. Given $\lambda_0$, let $\mu \prod (x - \mu_n e)$ be the factorization of $P(x) - \lambda_0 e$ into linear factors. Then $(P(x) - \lambda_0 e)^{-1}$ fails to exist if and only if $(x - \mu_n e)^{-1}$ fails to exist for at least one value of $n$. Since $P(\mu_n) - \lambda_0 = 0$ by the definition of the $\mu_n$, we have shown that $\lambda_0 \in \text{spectrum } P(x)$ if and only if there exists $\mu_0 \in \text{spectrum } (x)$ such that $\lambda_0 = P(\mu_0)$, q.e.d.

§ 22. BANACH ALGEBRAS; ELEMENTARY THEORY

Except for minor modifications the results of § 22–25 are due to Gelfand [12]. The principal deviations are the provisions, such as the use of the adverse, regular ideals, etc., made to take care of the lack of an identity element. The existence of the identity will be assumed only in those contexts in which it, or an inverse, is explicitly mentioned.

In this section it is shown that the set of elements which have inverses (adverses) is open, from which it follows that a maximal ideal $M$ is closed, and hence that the quotient $A/M$ is a normed field. An elementary application of analytic function theory leads to the conclusion that there exists only one normed field, the complex number field, and this completes the first step in our representation program.

22A. The ordinary geometric series can be used in the ordinary way to prove the existence of $(e - x)^{-1}$ in a Banach algebra.

Theorem. If $\|x\| < 1$, then $x$ has an adverse and $e - x$ has an inverse, given respectively by $x' = -\sum_1^n x^n$ and $(e - x)^{-1} = e - x' = e + \sum_1^n x^n$, and both are continuous functions of $x$.

Proof. If $y_n = -\sum_1^n x^i$, then $\|y_m - y_n\| = \|\sum_{m+1}^n x^i\| \leq \sum_{m+1}^n \|x\|^i < \|x\|^m + 1/(1 - \|x\|) \to 0$ as $n \to \infty$. Thus the sequence $\{y_n\}$ is Cauchy, and its limit $y$ is given by the infinite
The above geometric series for the inverse \((e - x)^{-1}\) is the classical Neumann series in case \(x\) is an integral operator.

Remark: \(\| x' \| \leq \| x \|/(1 - \| x \|)\).

**22A. Theorem.** If \(y\) has an inverse, then so does \(y + x\) whenever \(\| x \| < a = 1/\| y^{-1} \|\) and \(\| (x + y)^{-1} - y^{-1} \| \leq \| x \|/(a - \| x \|)a\). Thus the set of elements having inverses is open and the inverse function is continuous on this set.

**Proof.** If \(\| x \| < \| y^{-1} \||^{-1}\), then \(\| y^{-1}x \| \leq \| y^{-1} \| \| x \| < 1\) and \(y + x = y(e + (y^{-1}x))\) has an inverse by 22A. Also \((y + x)^{-1} - y^{-1} = ((e + y^{-1}x)^{-1} - e)y^{-1} = -(y^{-1}x)y^{-1},\) so that by the remark at the end of 22A \(\| (y + x)^{-1} - y^{-1} \| \leq \| x \|\| y^{-1} \|^2/(1 - \| x \| \| y^{-1} \|) = \| x \|/(a - \| x \|)a\), where \(a = 1/\| y^{-1} \|\).

**22B. Theorem.** If \(y\) has an adverse, then so does \(y + x\) whenever \(\| x \| < a = (1 + \| y' \|)^{-1}\), and \(\| (y + x)' - y' \| \leq \| x \|/(a - \| x \|)a\). Thus the set of elements having advereses is open and the mapping \(y \to y'\) is continuous on this set.

**Proof.** If \(\| x \| < a = (1 + \| y' \|)^{-1}\), then \(\| x - xy' \| \leq \| x \|(1 + \| y' \|) < 1\) and \(u = x - xy'\) has an adverse by 22A. But \((y + x) \circ y' = x - xy' = u\), so that \(y + x\) has \(y' \circ u'\) as a right adverse. Similarly \(y + x\) has a left adverse, and so a unique adverse equal to \(y' \circ u'\). Finally, \((y + x)' - y' = (y' \circ u') - y' = u' - y'u',\) so that \(\| (y + x)' - y' \| \leq (1 + \| y' \|)\| u' \| \leq (1 + \| y' \|)\| u \|/(1 - \| u \|)\| u \| \leq \| x \|(1 + \| y' \|)^2/(1 - \| x \|(1 + \| y' \|)) = \| x \|/(a - \| x \|)a\).

**Remark:** If we take \(x = \lambda y\), then \(u = \lambda(y - yy') = -\lambda y'.\) Therefore \([(y + \lambda y)' - y']/\lambda = [(-\lambda y')' - y'(-\lambda y')]\lambda = \sum_1^\infty (-1)^n\lambda^{n-1}[y'^n - (y')^{n+1}] \to (y')^2 - y' as \lambda \to 0.\) This
proves the analyticity of \((\lambda y)'\) as a function of \(\lambda\), and will be of use later.

**22D.** If \(u\) is a relative identity for a proper regular ideal \(I\), then \(\rho(I, u) \geq 1\). For if there exists an element \(x \in I\) such that \(\| u - x \| < 1\), then \(u - x\) has an adverse \(a: (u - x)a - a - (u - x) = 0\). Since \(x, xa\) and \(ua - a\) are all in \(I\), it follows that \(u \in I\), a contradiction (see 20B). It follows that:

**Lemma.** If \(I\) is a proper regular ideal, then so is its closure \(\bar{I}\). In particular, a regular maximal ideal is closed.

**Proof.** \(\bar{I}\) is clearly an ideal, and \(\rho(I, u) \geq 1\) implies that \(\rho(\bar{I}, u) \geq 1\) so that \(\bar{I}\) is proper.

**22E. Theorem.** If \(I\) is a closed ideal in a Banach algebra \(A\), then \(A/I\) is a Banach algebra.

**Proof.** We know already from 6B that \(A/I\) is a Banach space. If \(X\) and \(Y\) are two of its cosets, then \(\| XY \| = \operatorname{glb} \{ \| xy \| : x \in X \text{ and } y \in Y \} \leq \operatorname{glb} \{ \| x \| : x \in X \} \cdot \operatorname{glb} \{ \| y \| : y \in Y \} = \| X \| \cdot \| Y \|\). If \(I\) is regular and \(u\) is a relative identity, then the coset \(E\) containing \(u\) is the identity of \(A/I\) and \(\| E \| = \operatorname{glb} \{ \| x \| : x \in E \} = \operatorname{glb} \{ \| u - y \| : y \in I \} = \rho(I, u) \geq 1\) by 22D. If \(A\) has an identity \(e\), then \(e \in E\) and \(\| E \| \leq \| e \| = 1\) so that in this case \(\| E \| = 1\) and we are done. If \(A\) does not have an identity, then it may happen that \(\| E \| > 1\). In this case, as we saw in \(\S\) 18, we can renorm \(A/I\) with a smaller equivalent norm so that \(\| E \| = 1\).

**Corollary.** If \(I\) is a regular maximal ideal and if \(A\) is commutative, then it follows from 20D and the above theorem that \(A/I\) is a normed field.

**22F. Theorem.** Every normed field is (isometrically isomorphic to) the field of complex numbers.

**Proof.** We have to show that for any element \(x\) of the field there is a complex number \(\lambda\) such that \(x = \lambda e\). We proceed by contradiction, supposing that \(x - \lambda e\) is never zero and therefore that \((x - \lambda e)^{-1}\) exists for every \(\lambda\). But if \(F\) is any linear
functional over the field considered as a Banach space, then \( F((x - \lambda e)^{-1}) \), as a function of \( \lambda \), is seen by direct calculation as in 22B to have the derivative \( F((x - \lambda e)^{-2}) \), and is consequently analytic over the whole plane. Also \((x - \lambda e)^{-1} \to 0\) as \( \lambda \to \infty \), for \((x - \lambda e)^{-1} = \lambda^{-1}(x/\lambda - e)^{-1}\), and \((x/\lambda - e)^{-1} \to -e\) as \( \lambda \to \infty \) by 22A. Thus \( F((x - \lambda e)^{-1}) \to 0\) as \( \lambda \to \infty \) and \( F((x - \lambda e)^{-1}) \equiv 0\) by Liouville’s theorem. It follows from 8C that \((x - \lambda e)^{-1} = 0\), a contradiction.

Remark: The above proof has not made use of the fact that multiplication is commutative, except, of course, for polynomials in a single element \( x \) and its inverse. Thus it actually has been shown that the complex number field is the only normed division algebra.

§ 23. THE MAXIMAL IDEAL SPACE OF A COMMUTATIVE BANACH ALGEBRA

23A. We have proved in the preceding section all the ingredients of the following theorem, which is the basic theorem in Gel’fand’s theory.

Theorem. If \( A \) is a commutative Banach algebra, then every regular maximal ideal of \( A \) is closed and of deficiency 1, every homomorphism of \( A \) onto the complex numbers is continuous with norm \( \leq 1 \), and the correspondence \( h \to M_h \) between such a (continuous) homomorphism and its kernel thus identifies the space \( \Delta \) with the set \( \mathfrak{m} \) of all regular maximal ideals.

Proof. 22D–F say explicitly that every regular maximal ideal is the kernel of a homomorphism of \( A \) onto the complex numbers. Conversely, the kernel of any such homomorphism is clearly a regular maximal ideal. The theorem then follows if we know that every such homomorphism is bounded by 1 (which is equivalent, in fact, to its kernel being closed). The most direct proof is to suppose that \(| h(x) | > || x ||\) for some \( x \) and notice that, if \( \lambda = h(x) \), then \( || x/\lambda || < 1 \), \((x/\lambda)’\) exists and so \( h(x/\lambda) \neq 1\), contradicting the definition of \( \lambda \).

In clarification of the roles played by the various properties asserted in the above theorem, we prove the following lemma.
Lemma. If \( A \) is a commutative normed algebra, then every regular maximal ideal of \( A \) is closed if and only if \( A \) has the property that the adverse of \( x \) exists whenever \( \| x \| < 1 \).

Proof. We remark first that, if \( M \) is a closed regular maximal ideal with relative identity \( u \), then \( \rho(M, u) \geq 1 \), for if there exists \( x \in M \) such that \( \| x - u \| = \delta < 1 \), then \( y = u - (u - x)^n \) is a sum of positive powers of \( x \) and so belongs to \( M \), and \( \| u - y \| = \| (u - x)^n \| \leq \delta^n \), proving that \( u \in \overline{M} = M \), a contradiction. Suppose then that every regular maximal ideal is closed and that \( \| x \| < 1 \). Then \( x' \) must exist, for otherwise \( x \) is an identity relative to some regular maximal ideal, by 21D, and \( 1 > \| x \| = \| x - 0 \| \geq \rho(x, M) \), contradicting the above remark.

Conversely, the existence of \( x' \) whenever \( \| x \| < 1 \) implies that every regular maximal ideal is closed, exactly as in 22D.

If a commutative normed algebra has either, and hence both, of these equivalent properties then 22F shows that every regular maximal ideal is of deficiency 1 and the rest of the above theorem then follows. In particular, the theorem holds for an algebra \( A \) of bounded functions which is inverse-closed (see 19D).

23B. Let us review the facts of the Gelfand representation, replacing the underlying space \( \Delta \) by the space \( \mathfrak{M} \) of all regular maximal ideals. Let \( F_M \) be the homomorphism of \( \Delta \) whose kernel is the regular maximal ideal \( M \). The number \( F_M(x) \) is explicitly determined as follows: if \( e_M \) is the identity of the field \( A/M \) and if \( \overline{x} \) is the coset of \( A/M \) which contains \( x \), then \( F_M(x) \) is that complex number \( \lambda \) such that \( \overline{x} = \lambda e_M \). It also follows from 22E that \( |F_M(x)| \leq \| x \| \).

If \( x \) is held fixed and \( M \) is varied, then \( F_M(x) \) defines a complex-valued function \( \hat{x} \) (\( \hat{x}(M) = F_M(x) \)) on the set \( \mathfrak{M} \) of all regular maximal ideals of \( A \). The mapping \( x \rightarrow \hat{x} \) is then a norm-decreasing homomorphism of \( A \) onto an algebra \( \hat{A} \) of complex-valued functions on \( \mathfrak{M} \), the uniform norm \( \| \hat{x} \|_\infty \) being used in \( \hat{A} \). \( \mathfrak{M} \) is given the weak topology which makes the functions \( \hat{x} \in \hat{A} \) all continuous, and it was shown in 19B that \( \mathfrak{M} \) is then either compact or locally compact.
The function algebra $\hat{A}$ is not generally the whole of $C(\mathfrak{M})$, nor even a uniformly closed subalgebra; it may or may not be dense in $C(\mathfrak{M})$. It always shares with $C(\mathfrak{M})$ the property that its regular maximal ideals correspond exactly to the points of $\mathfrak{M}$. And $\hat{A}$ is always closed under the application of analytic functions: that is, if $x \in A$ and $f$ is analytic on the closure of the range of $\hat{x}$, then there exists $y \in A$ such that $\hat{y}(M) = f(\hat{x}(M))$. These properties are all very important, and will be discussed in some detail later on, mostly in § 24.

The function $\hat{x}$ will be called the Fourier transform of the element $x$, and the homomorphism $x \rightarrow \hat{x}(M) = F_M(x)$ associated with the regular maximal ideal $M$ a character of the algebra $A$. Actually the situation should be somewhat further restricted before these terms are used; for instance, in some contexts it is more proper to call $\hat{x}$ the Laplace transform of $x$. This section will be largely devoted to well-known examples illuminating this terminology. We start, however, with a simple preliminary theorem relating the spectrum of $x$ to the values assumed by $\hat{x}.$

**Theorem.** The range of $\hat{x}$ is either identical to the spectrum of $x$ or to the spectrum of $x$ with the value 0 omitted. If $\hat{x}$ never assumes the value 1, then $\hat{x}/(1 - \hat{x}) \in \hat{A}$. If $A$ has an identity and $\hat{x}$ is never 0, then $1/\hat{x} \in \hat{A}$.

**Proof.** If $\lambda \neq 0$, then $\lambda$ is in the spectrum of $x$ if and only if $x/\lambda$ is a relative identity for some maximal ideal $M$, i.e., if and only if $F_M(x/\lambda) = 1$, or $\hat{x}(M) = F_M(x) = \lambda$, proving the first statement. (If $F_M(x) = 0$, then $x \in M$ and it follows that $0 \in \text{spectum (x)}$.) If the spectrum of $x$ does not contain 1, then $x$ has an adverse $y$ by 21D, and from $x + y - xy = 0$ it follows that $\hat{y} = \hat{x}/(\hat{x} - 1) \in \hat{A}$. The last statement is similarly a translation of 21A. Both of these facts will also follow from the general theorem on the application of analytic functions, proved in 24D.

23C. As a first example let $A$ be the algebra of sequences $a = \{a_n\}$ of complex numbers such that $\sum_{n=-\infty}^{\infty} |a_n| < \infty$, with $\|a\|$ defined as this sum and multiplication defined as convolution, $(a * b)_n = \sum_{m=-\infty}^{\infty} a_{n-m} b_m$. This was example 3a of § 18.
The fact that \( A \) is a Banach algebra under these definitions will follow from later general theory (of group algebras) and can also be easily verified directly. \( A \) has an identity \( e \) where \( e_0 = 1 \) and \( e_n = 0 \) if \( n \neq 0 \). Let \( g \) be the element of \( A \) such that \( g_1 = 1 \) and \( g_n = 0 \) otherwise. Then \( g \) has an inverse \( (g_n^{-1} = 0 \) unless \( n = -1 \) and \( = 1 \) if \( n = -1 \)) and \( A \) is simply an algebra of infinite series \( a = \sum_{-\infty}^{\infty} a_n g^n \) in powers of \( g \), under the ordinary, formal multiplication of series. Let \( M \) be any maximal ideal of \( A \) and let \( \lambda = F_M(g) \). Then \( |\lambda| \leq ||g|| = 1 \). But \( F_M(g^{-1}) = \lambda^{-1} \) and similarly \( |\lambda^{-1}| \leq 1 \). Thus \( |\lambda| = 1 \) and \( \lambda = e^{i\theta_M} \) for some \( \theta_M \in (-\pi, \pi] \). Then \( F_M(g^n) = e^{in\theta_M} \) and \( F_M(a) = \sum_{-\infty}^{\infty} a_n e^{in\theta_M} \) for any \( a \in A \). Conversely any \( \theta \in (-\pi, \pi] \) defines a homomorphism \( F \) of \( A \) onto the complex numbers, \( F(a) = \sum_{-\infty}^{\infty} a_n e^{in\theta} \), and the kernel of \( F \) is, of course, a maximal ideal of \( A \). Thus the space \( M \) of maximal ideals can be identified with the interval \( (-\pi, \pi] \) and the transforms \( \hat{\phi} \) are simply the continuous functions on \( (-\pi, \pi] \) having absolutely convergent Fourier series. If such a function \( \hat{\phi} \) is never zero, then, by the above theorem, its reciprocal \( 1/\hat{\phi} \) is also a function with an absolutely convergent Fourier series. This is a well-known result of Wiener.

Notice that the weak topology on \( (-\pi, \pi] \) considered as a set of maximal ideals is identical to the usual topology (with \( \pi \) and \( -\pi \) identified), for \( \hat{g}(\theta) = e^{i\theta} \) is continuous in the usual topology and separates points so that \( 5G \) can be applied.

Now let \( A_0 \) be the subset of \( A \) consisting of those sequences \( a \) whose terms \( a_n \) are all zero for negative \( n \). \( A_0 \) is easily seen to be closed under convolution and forms a closed subalgebra of \( A \). \( A_0 \) contains the generator \( g \) but not its inverse \( g^{-1} \), and the above argument shows that the homomorphisms of \( A_0 \) onto the complex numbers (and hence the maximal ideals of \( A_0 \)) are defined by the complex numbers in the closed unit circle \( |z| \leq 1 \), \( F_z(a) = \sum_{n=\infty}^{\infty} a_n z^n \). The maximal ideal space of \( A_0 \) is thus identified with the closed unit circle (the spectrum of the generator \( g \)) and the function algebra \( A_0 \) is simply the algebra of analytic functions on \( |z| < 1 \) whose Taylor's series converge absolutely on \( |z| \leq 1 \). Since \( g(z) = z \) separates points, it follows from \( 5G \) as in the above example that the weak topology on \( |z| \leq 1 \) is identical with the usual topology.
The theorem corresponding to the Wiener theorem mentioned above is:

**Theorem.** If \( f(z) \) is an analytic function on \( |z| < 1 \) whose Taylor's series converges absolutely on \( |z| \leq 1 \), and if \( f \) is not zero on \( |z| \leq 1 \), then the Taylor's series of \( 1/f \) is absolutely convergent on \( |z| \leq 1 \).

**23D.** As a third example let \( A = L^1(-\infty, \infty) \) with \( \| f \|_1 \) and multiplication again as convolution \( (f * g)(x) = \int_{-\infty}^{\infty} f(x - y)g(y) \, dy \) (Ex. 3b of §18). If \( F \) is any homomorphism of \( A \) onto the complex numbers such that \( |F(f)| \leq \| f \|_1 \), then, since \( F \) is in particular a linear functional in \( (L^1)^* \), there exists \( \alpha \in L^\infty \) with \( \| \alpha \|_\infty \leq 1 \) such that \( F(f) = \int_{-\infty}^{\infty} f(x)\overline{\alpha(x)} \, dx \).

Then

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x)g(y)\overline{\alpha(x + y)} \, dx \, dy = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x - y)g(y)\overline{\alpha(x)} \, dx \, dy
\]

\[
= F(f * g) = F(f) \cdot F(g)
\]

\[
= \int_{-\infty}^{\infty} f(x)\overline{\alpha(x)} \, dx \int_{-\infty}^{\infty} g(y)\overline{\alpha(y)} \, dy
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x)g(y)\overline{\alpha(x)} \overline{\alpha(y)} \, dx \, dy
\]

Thus \( \alpha(x + y) = \alpha(x)\alpha(y) \) almost everywhere, and if we accept for now the fact (which will follow from later theory) that \( \alpha \) can be assumed to be continuous, then this equation holds for all \( x \) and \( y \). But the only continuous solution of this functional equation is of the form \( e^{ax} \), and since \( |e^{ax}| \leq 1 \), \( a \) is of the form \( iy \) and \( \alpha(x) = e^{iyx} \). The above argument can be reversed to show that every function \( \alpha(x) = e^{iyx} \) defines a homomorphism. Thus the regular maximal ideals of \( A \) are in one-to-one correspondence with the points \( y \in (-\infty, \infty) \) and \( \hat{f} \) is the ordinary Fourier transform, \( \hat{f}(y) = \int_{-\infty}^{\infty} f(x)e^{-iyx} \, dx \). These functions are easily seen to be continuous in the ordinary topology of \( (-\infty, \infty) \) and it fol-
lows as usual from 5G that the weak topology and ordinary topology coincide.

Now let \( \omega(x) \) be a non-negative weight function on \((-\infty, \infty)\) such that \( \omega(x + y) \leq \omega(x)\omega(y) \) for all \( x \) and \( y \), and let \( A \) be the subset of functions of \( L^1(-\infty, \infty) \) such that \( \int_{-\infty}^{\infty} |f(x)| \omega(x) \, dx < \infty \), with this integral as \( \| f \| \) and multiplication taken to be convolution. The closure of \( A \) under convolution is guaranteed by the inequality \( \omega(x + y) \leq \omega(x)\omega(y) \), as the reader can easily check. If \( F \) is a norm-decreasing homomorphism of \( A \) onto the complex numbers, then, as above, there exists \( \alpha \in L^\infty \) such that \( \| \alpha \|_\infty \leq 1 \) and \( F(f) = \int_{-\infty}^{\infty} f(x) \overline{\alpha(x)} \omega(x) \, dx \), leading this time to the functional equation \( \alpha(x + y)\omega(x + y) = \alpha(x)\omega(x)\alpha(y)\omega(y) \). Therefore, \( \alpha(x)\omega(x) = e^{-sx}e^{ix} \) for some \( s \) such that \( e^{-sx} \leq \omega(x) \). Conversely, any complex number \( s + it \) such that \( e^{-sx} \leq \omega(x) \) for all \( x \) defines a regular maximal ideal. As an example, suppose that \( \omega(x) = e^{a|x|} \) for some \( a > 0 \). Then the regular maximal ideals of \( A \) are in one-to-one correspondence with the strip in the complex plane defined by \( |s| \leq a \). The transform function \( f(s + it) = \int_{-\infty}^{\infty} f(x)e^{-(s+it)x} \, dx \) is a bilateral Laplace transform and is analytic interior to this strip. That the usual topology is the correct maximal ideal topology follows, as in the above examples, from 5G.

23E. We add an example which is a generalization of that in 23C. Let \( A \) be any commutative Banach algebra with an identity and a single generator \( g \). It may or may not happen that \( g^{-1} \) exists. In any case we assert that the maximal ideal space \( \mathfrak{M} \) is in a natural one-to-one correspondence with the spectrum \( S \) of \( g \). For \( M \rightarrow \hat{g}(M) \) is a natural mapping of \( \mathfrak{M} \) onto \( S \), and since \( g \) generates \( A \) the equality \( \hat{g}(M_1) = \hat{g}(M_2) \) implies \( \hat{x}(M_1) = \hat{x}(M_2) \) for every \( x \in A \) and hence \( M_1 = M_2 \), so that the mapping is one-to-one. As before \( \hat{g} \) becomes identified with the function \( x \) and the weak topology induced by \( \hat{g} \) is the natural topology of \( S \) in the complex plane. \( \hat{A} \) is identified with an algebra of continuous complex-valued functions on \( S \). If the interior of \( S \) is not empty (under this identification), then \( \hat{x} \) is analytic on int \( (S) \).
for every $x \in A$, for $\hat{g}$ is identified with the complex variable $z$ and $\hat{g}$ is therefore a uniform limit of polynomials in $z$.

§ 24. SOME BASIC GENERAL THEOREMS

We gather together here the basic tool theorems of the commutative theory. First comes the formula for computing $|| \hat{x} ||_\infty$ in terms of $|| x ||$, and then the theorem that conversely, in the semi-simple case, the norm topology in $A$ is determined by the function algebra $\hat{A}$. The third main theorem is the earlier mentioned theorem that $\hat{A}$ is closed under the application of analytic functions. Finally we prove the existence of and discuss the boundary of the maximal ideal space $\mathfrak{m}$.

24A. The formula for the computation of $|| \hat{x} ||_\infty$ can be developed in a general non-commutative form if $|| \hat{x} ||_\infty$ is replaced by the spectral norm of $x$, $|| x ||_{sp}$, which is defined for $x$ in any complex algebra as lub $\{ | \lambda | : \lambda \in \text{spectum } x \}$. The commutative formula follows from the equality $|| \hat{x} ||_\infty = || x ||_{sp}$ proved in 23B.

**Theorem.** In any Banach algebra $|| x ||_{sp} = \lim_{n \to \infty} || x^n ||^{1/n}$.

**Proof.** We observe first that $\mu \in \text{spectum } y \Rightarrow | \mu | \leq | y |$, for, if $| \mu | > | y |$, then $| y/\mu | < 1$ and $y/\mu$ has an adverse by 22A. Thus $|| y ||_{sp} \leq || y ||$. Also, we know (21E) that $\lambda \in \text{spectum } x \Rightarrow \lambda^n \in \text{spectum } x^n$, so that $|| x ||_{sp} \leq (|| x^n ||_{sp})^{1/n}$. Combining these inequalities we get $|| x ||_{sp} \leq || x^n ||^{1/n}$ for every $n$, and so $|| x ||_{sp} \leq \lim_{n \to \infty} || x^n ||^{1/n}$.

It remains to be proved that $|| x ||_{sp} \geq \lim_{n \to \infty} || x^n ||^{1/n}$. By the definition of spectrum and spectral norm, $(\lambda x)'$ exists for $| \lambda | < 1/|| x ||_{sp}$. If $F$ is any functional of $A^*$, it follows from 22C that $f(\lambda) = F((\lambda x)')$ is an analytic function of $\lambda$ in this circle, and its Taylor's series therefore converges there. The coefficients of this series can be identified by remembering that, for small $\lambda$, $(\lambda x)' = -\sum_n (\lambda x)^n$, giving

$$f(\lambda) = F((\lambda x)') = -\sum_{n=1}^\infty F(x^n)\lambda^n.$$  

It follows in particular that $| F(x^n)\lambda^n | = | F(\lambda^n x^n) | \to 0$ as $n \to \infty$ if $| \lambda | < 1/|| x ||_{sp}$. This holds for any functional
and it follows from a basic theorem of Banach space theory proved earlier (8F) that there exists a bound \( B \) for the sequence of norms \( \| \lambda^n x^n \| \). Thus \( \| x^n \|^{1/n} \leq B^{1/n}/|\lambda| \) and 
\[
\lim \| x^n \|^{1/n} \leq 1/|\lambda|.
\]
Since \( \lambda \) was any number satisfying \( |\lambda| < 1/\| x \|_{sp} \), we have 
\[
\lim \| x^n \|^{1/n} \leq \| x \|_{sp},
\]
as desired.

**Corollary.** In any commutative Banach algebra \( \| x \|_\infty = \lim_{n \to \infty} \| x^n \|^{1/n} \).

**24B.** The radical of a commutative algebra is the intersection of its regular maximal ideals; if the radical is zero, the algebra is said to be semi-simple. If \( A \) is a commutative Banach algebra, then \( x \in \text{radical} \ (A) \) if and only if \( \hat{x}(M) = 0 \) for every \( M \), that is, \( \| \hat{x} \|_\infty = \lim \| x^n \|^{1/n} = 0 \). Thus a necessary and sufficient condition that \( A \) be semi-simple is that \( \hat{x} = 0 \Rightarrow x = 0 \); hence that the mapping \( x \to \hat{x} \) of \( A \) onto \( \hat{A} \) is an algebraic isomorphism. There then arises the natural question as to whether the topology of \( A \) is determined by the function algebra \( \hat{A} \), or, equivalently, by the algebraic properties of \( A \). It is not obvious that this is so, as it was for the algebra \( \mathbb{C}(S) \), for now \( \| \hat{x} \|_\infty \) is in general less than \( \| x \| \) and the inverse mapping \( \hat{x} \to x \) is not in general norm continuous. The answer is nevertheless in the affirmative and depends directly on the closed graph theorem. We prove first a more general result.

**Theorem.** Let \( T \) be an algebraic homomorphism of a commutative Banach algebra \( A_1 \) onto a dense subset of a commutative Banach algebra \( A_2 \). Then:

1. The adjoint transformation \( T^* \) defines a homeomorphism of the maximal ideal space \( \mathfrak{M}_2 \) of \( A_2 \) onto a closed subset of the maximal ideal space \( \mathfrak{M}_1 \) of \( A_1 \);
2. If \( A_2 \) is semi-simple \( T \) is continuous.

**Proof.** Since we have not assumed \( T \) to be continuous, the adjoint \( T^* \) cannot be assumed to exist in the ordinary sense. However, if \( \alpha \) is a homomorphism of \( A_2 \) onto the complex numbers, then \( \alpha(T(x)) \) is a homomorphism of \( A_1 \) into the complex numbers, and since \( \alpha \) is automatically continuous (23A) and \( T(A_1) \) is dense in \( A_2 \) it follows that this homomorphism is onto. We naturally designate it \( T^*\alpha \). It is clear that \( T^*\alpha_1 \neq T^*\alpha_2 \) if
\(\alpha_1 \neq \alpha_2\), so that \(T^*\) is a one-to-one mapping of \(\Delta_2\) onto a subset of \(\Delta_1\). Since \(T(A_1)\) is dense in \(A_2\), the topology of \(\Delta_2\) is the weak topology defined by the algebra of functions \((T(x))^\wedge\). But 
\([T(x)]^\wedge(\alpha) = \alpha(Tx) = [T^*\alpha](x) = \hat{\alpha}(T^*\alpha)\), and since the functions \(\hat{\alpha}\) define the topology of \(\Delta_1\) the mapping \(T^*\) is a homeomorphism.

Now let \(\beta_0\) be any homomorphism of \(\Delta_1\) in the closure of \(T^*(\Delta_2)\). That is, given \(\epsilon\) and \(x_1, \ldots, x_n\), there exists \(\alpha \in \Delta_2\) such that \(|\beta_0(x_i) - \alpha(Tx_i)| < \epsilon, \ \text{for all} \ i = 1, \ldots, n\). This implies first that, if \(T(x_1) = T(x_2)\), then \(\beta_0(x_1) = \beta_0(x_2)\), so that the functional \(\alpha_0\) defined by \(\alpha_0(T(x)) = \beta_0(x)\) is single-valued on \(T(A_1)\), and second that \(|\alpha_0(y)| \leq ||y||\). Thus \(\alpha_0\) is a bounded homomorphism of \(T(A_1)\) onto the complex numbers and can be uniquely extended to the whole of \(A_2\). We have proved that, if \(\beta_0\) belongs to the closure of \(T^*(\Delta_2)\), then there exists \(\alpha_0 \in \Delta_2\) such that \(\beta_0(x) = \alpha_0(Tx)\), i.e., \(\beta_0 = T^*\alpha_0\). Thus \(T^*(\Delta_2)\) is closed in \(\Delta_1\), completing the proof of (1).

If \(x_n \rightarrow x\) and \(T(x_n) \rightarrow y\), then \(\hat{\alpha}_n \rightarrow \hat{\alpha}\) uniformly and \((T(x_n))^\wedge \rightarrow \hat{y}\) uniformly, and since \(\hat{\alpha}(T^*(\alpha)) = (T^*\alpha)^\wedge(\alpha)\) for all \(x \in A_1\), it follows that \(\hat{\alpha}(T^*(\alpha)) \equiv \hat{y}(\alpha)\), i.e., that \((T^*\alpha)^\wedge = \hat{y}\). If \(A_2\) is semi-simple, then \(y = Tx\), and the graph of \(T\) is therefore closed. The closed graph theorem (7G, Corollary) then implies that \(T\) is continuous, proving (2).

**Corollary.** Let \(A\) be a commutative complex algebra such that the homomorphisms of \(A\) into the complex numbers do not all vanish at any element of \(A\). Then there is at most one norm (to within equivalence) with respect to which \(A\) is a Banach algebra.

**Proof.** If there are two such norms, then \(A\) is semi-simple with respect to each and the identity mapping of \(A\) into itself is, therefore, by (2) of the theorem, continuous from either norm into the other. That is, the two norms are equivalent.

24C. This is the natural point at which to ask under what circumstances the algebra \(\hat{A}\) is uniformly closed, i.e., is a Banach space under its own norm. If \(A\) is semi-simple, the answer is simple.

**Theorem.** A necessary and sufficient condition that \(A\) be semi-simple and \(\hat{A}\) be uniformly closed is that there exist a positive con-
stant $K$ such that $||x||^2 \leq K||x^2||$ for every $x \in A$. The mapping $x \to \hat{x}$ is then a homeomorphism between the algebras $A$ and $\hat{A}$.

**Proof.** If $A$ is semi-simple, the mapping $x \to \hat{x}$ is an algebraic isomorphism and, if its range $\hat{A}$ is uniformly closed, then the inverse mapping is continuous by the closed graph theorem (7G). Thus there exists a constant $K$ such that $||x|| \leq K||\hat{x}||$. Then $||x||^2 \leq K^2||\hat{x}||^2 = K^2||\hat{x}^2|| \leq K^2||x^2||$. Thus the condition is necessary. If, conversely, such a $K$ exists, then

$$||x|| \leq K \lim ||x^n||^{1/n} = K||\hat{x}||_\infty.$$  

Thus $||x|| \leq K \lim ||x^n||^{1/n} = K||\hat{x}||_\infty$. It follows that $A$ is semi-simple and that $\hat{A}$ is complete under the uniform norm, so that the condition is sufficient.

**Corollary.** A necessary and sufficient condition that $A$ be isometric to $\hat{A}$ is that $||x||^2 = ||x^2||$ for every $x \in A$.

**Proof.** The case $K = 1$ above.

24D. Our third theorem states that the algebra of Fourier transforms $\hat{A}$ is closed under the application of analytic functions.

**Theorem.** Let the element $x \in A$ be given and let $F(z)$ be analytic in a region $R$ of the complex plane which includes the spectrum of $x$ (the range of the function $\hat{x}$, plus 0 if $\mathfrak{M}$ is not compact). Let $\Gamma$ be any rectifiable simple closed curve in $R$ enclosing the spectrum of $x$. Then the element $y \in A$ defined by

$$y = \frac{1}{2\pi i} \int_R \frac{F(\lambda)}{\lambda - x} d\lambda$$

is such that

$$\hat{y}(M) = \frac{1}{2\pi i} \int_R \frac{F(\lambda)}{\lambda - \hat{x}(M)} d\lambda = F(\hat{x}(M))$$

for every regular maximal ideal $M$. Thus the function algebra $\hat{A}$ is closed under the application of analytic functions.

**Proof.** For the moment we are assuming that $A$ has an identity $e$. Since $\Gamma$ contains no point of the spectrum of $x$, the element $(\lambda e - x)^{-1}$ exists and is a continuous function of $\lambda$ by
The integrand \( F(\lambda)(\lambda e - x)^{-1} \) is thus continuous, and hence uniformly continuous, on the compact set \( \Gamma \). The classical existence proof for the Riemann-Stieltjes integral shows, without any modification, that the element \( y_\Delta = \sum F(\lambda_i)(\lambda_i e - x)^{-1} \Delta \lambda_i \) converges in the norm of \( A \), and the integral \( y \) is defined as its limit. Since the mapping \( x \to \hat{x} \) is norm decreasing, the function \( \hat{y}_\Delta(M) = \sum F(\lambda_i)(\lambda_i e - \hat{x}(M))^{-1} \Delta \lambda_i \) converges at least as rapidly in the uniform norm to \( \hat{y}(M) \). But the limit on the right, for each \( M \), is the ordinary complex-valued Riemann-Stieltjes integral, and the theorem is proved.

If \( \hat{A} \) is taken as the algebra of functions with absolutely convergent Fourier series, then the present theorem is due to Wiener, and generalizes the result of Wiener on the existence of reciprocals mentioned at the end of 23C.

We now rewrite the above formula in a form using the adverse. First, \((x e - x)^{-1} = (e - x/\lambda)^{-1} = \lambda^{-1}(e - (x/\lambda))' = \lambda^{-1}e - \lambda^{-1}(x/\lambda)'\). Thus

\[
y = \left[ \frac{1}{2\pi i} \int_{\Gamma} \frac{F(\lambda)}{\lambda} d\lambda \right] e - \frac{1}{2\pi i} \int_{\Gamma} \frac{F(\lambda)}{\lambda} \left( \frac{x}{\lambda} \right)' d\lambda.
\]

If \( A \) does not have an identity, we cannot write the first term, and we therefore define \( y \) in the general case by:

\[
y = -\frac{1}{2\pi i} \int_{\Gamma} \frac{F(\lambda)}{\lambda} \left( \frac{x}{\lambda} \right)' d\lambda.
\]

The existence proof for \( y \) is the same as in the above case, except that the inverse is replaced by the adverse. Remembering that \( x'^x(M) = \hat{x}(M)/(\hat{x}(M) - 1) = 1 + 1/(\hat{x}(M) - 1) \), we see that

\[
\hat{y}(M) = -\frac{1}{2\pi i} \int_{\Gamma} \frac{F(\lambda)}{\lambda} d\lambda + \frac{1}{2\pi i} \int_{\Gamma} \frac{F(\lambda)}{\lambda - \hat{x}(M)} d\lambda.
\]

The first integral will drop out, giving the desired formula \( \hat{y}(M) = F(\hat{x}(M)) \), if either (a) \( F(0) = 0 \), or (b) \( \Gamma \) does not enclose \( z = 0 \). The latter cannot happen if \( M \) is not compact, for then the spectrum of \( x \) automatically contains 0 (\( \hat{x} \) being zero at infinity). If however \( M \) is compact and if there exists an element \( x \) such that \( \hat{x} \) never vanishes, then (b) can be applied. If we
take $F = 1$ in this case we get $\hat{y} = 1$, proving that $\hat{A}$ has an identity, and therefore, if $A$ is semi-simple, that $A$ has an identity.

**Corollary.** If $A$ is semi-simple and $\mathfrak{M}$ is compact, and if there exists an element $x$ such that $x$ does not vanish, then $A$ has an identity.

**Remark:** The curve $\Gamma$ may be composed of several Jordan curves in case the spectrum of $x$ is disconnected. We must therefore be more precise in the specification of $R$: it shall be taken to be a region whose complement is connected, and whose components are therefore simply connected.

**24E.** Our last theorem, on the notion of boundary, is due to Silov [17].

**Theorem.** Let $A$ be an algebra of continuous complex-valued functions vanishing at infinity on a locally compact space $S$, and suppose that $A$ separates the points of $S$. Then there exists a uniquely determined closed subset $F \subset S$, called the boundary of $S$ with respect to $A$, characterized as being the smallest closed set on which all the functions $f$, $f \in A$, assume their maxima.

**Proof.** The assumption that $A$ separates points is intended to include the fact that each point is separated from infinity, i.e., that the functions of $A$ do not all vanish at any point of $S$. We have earlier proved in these circumstances that the weak topology induced in $S$ by the functions of $A$ is identical to the given topology (5G).

We come now to the definition of the boundary $F$. Let $\mathfrak{F}$ be the family of closed subsets $F \subset S$ such that each function $|f|$, $f \in A$, assumes its maximum on $F$. Let $\mathfrak{F}_0$ be a maximal linearly ordered subfamily of $\mathfrak{F}$ and let $F_0 = \bigcap \{F: F \in \mathfrak{F}_0\}$. Then $F_0 \in \mathfrak{F}$, for, given $f \in A$ and not identically zero, the set where $|f|$ assumes its maximum is a compact set intersecting every $F \in \mathfrak{F}_0$ and therefore intersecting $F_0$. $F_0$ is thus a lower bound for $\mathfrak{F}_0$ and therefore a minimal element of $\mathfrak{F}$.

We show that $F_0$ is unique by showing that any other minimal element $F_1$ is a subset of $F_0$. Suppose otherwise. Then there exists a point $p_1 \in F_1 - F_0$ and a neighborhood $N$ of $p_1$ not meeting $F_0$. $N$ is defined as the set $\{p: |f_1(p) - f_1(p_1)| < \epsilon$,
\( \{ i = 1, \ldots, n \} \) for some \( \epsilon > 0 \) and some finite set \( f_1, \ldots, f_n \) of elements of \( A \). We can suppose that \( \max |f_i - c_i| \leq 1 \), where \( c_i = f_i(p) \). Since \( F_1 \) is minimal, there exists \( f_0 \in A \) such that \( |f_0| \) does not attain its maximum on \( F_1 - N \). We can suppose that \( \max |f_0| = 1 \) and that \( |f_0| < \epsilon \) on \( F_1 - N \) (replacing \( f_0 \) by a sufficiently high power \( f_0^n \)). Then \( |f_i f_0 - c_i f_0| < \epsilon \) on the whole of \( F_1 \) and hence everywhere. Therefore if \( p_0 \in F_0 \) is chosen so that \( f_0(p_0) = 1 \), it follows that \( |f_i(p_0) - c_i| < \epsilon, i = 1, \ldots, n \), and so \( p_0 \in N \). Thus \( p_0 \in F_0 \cap N \), contradicting the fact that \( N \cap F_0 = \emptyset \). Therefore \( F_1 \subseteq F_0 \) and so \( F_1 = F_0 \); that is, \( F_0 \) is the only minimal element of \( S \).

Remark: The reason for calling this minimal set the boundary of \( S \) can be seen by considering the second example in 23C. The function algebra \( \hat{A}_0 \) was the set of all analytic functions in \( |z| < 1 \) whose Taylor’s series converge absolutely in \( |z| \leq 1 \) and the maximal ideal space \( \mathfrak{m} \) is the closed circle \( |z| = 1 \). The ordinary maximum principle of function theory implies that the boundary of \( \mathfrak{m} \) with respect to \( \hat{A}_0 \) is the ordinary boundary \( |z| = 1 \).

Corollary. If \( A \) is a regular function algebra, then \( F = S \).

Proof. If \( F \neq S \) and \( p \in S - F \), then there exists by the condition of regularity (19F) a function \( f \in A \) such that \( f = 0 \) on \( F \) and \( f(p) \neq 0 \). This contradicts the definition of the boundary, so that \( F \) must be the whole of \( S \).

Corollary. If \( A \) is a self-adjoint function algebra, then \( F = S \).

The proof is given later, in 26B.
Chapter V

SOME SPECIAL BANACH ALGEBRAS

In this chapter we shall develop the theory of certain classes of Banach algebras which we meet in the study of the group algebras of locally compact Abelian groups and compact groups. §25 treats regular commutative Banach algebras, which are the natural setting for the Wiener Tauberian theorem and its generalizations. In §26 we study Banach algebras with an involution, which are the proper domain for the study of positive definiteness. Finally, in §27 we develop the theory of the $H^*$-algebras of Ambrose, which include as a special case the $L^2$-group algebras of compact groups.

§25. REGULAR COMMUTATIVE BANACH ALGEBRAS

This section is devoted to a partial discussion of the ideal theory of a commutative Banach algebra associated with the Wiener Tauberian theorem and its generalizations. The general problem which is posed is this: given a commutative Banach algebra $A$ with the property that every (weakly) closed set of regular maximal ideals is the hull of its kernel, when is it true that a closed ideal in $A$ is the kernel of its hull? The Wiener Tauberian theorem says that it is true for ideals with zero hull, provided the algebra satisfies a certain auxiliary condition. Questions of this kind are difficult and go deep, and the general situation is only incompletely understood.

25A. A Banach algebra $A$ is said to be regular if it is commutative and its Gelfand representation $\hat{A}$ is a regular function al-
This means by definition that the weak topology for $\mathcal{M}$ defined by $\mathcal{A}$ is the same as its hull-kernel topology, and (by 19F) is equivalent to the existence, for every (weakly) closed set $C \subset \mathcal{M}$ and for every point $M_0 \notin C$, of a function $f \in \mathcal{A}$ such that $f \equiv 0$ on $C$ and $f(M_0) \neq 0$. We show in the lemma below that the representation algebra of a regular Banach algebra possesses "local identities," and the discussion in the rest of the section holds for any regular, adverse-closed function algebra which has this property of possessing "local identities."

**Lemma.** If $A$ is a regular Banach algebra and $M_0$ is a regular maximal ideal of $A$, then there exists $x \in A$ such that $x \equiv 1$ in some neighborhood of $M_0$.

**Proof.** We choose $x \in A$ such that $x(M_0) \neq 0$, and a compact neighborhood $C$ of $M_0$ on which $x$ never vanishes. Then $C$ is hull-kernel closed by the hypothesis that $A$ is regular, and we know that the functions of $\mathcal{A}$ confined to $C$ form the representation algebra of $A/k(C)$. Since this algebra contains a function $(x)$ bounded away from 0, it follows from the analytic function theorem 24D that it contains the constant function 1. That is, $\mathcal{A}$ contains a function $x_0$ which is identically 1 on $C$, q.e.d.

25B. From now on $A$ will be any adverse-closed algebra of continuous functions vanishing at infinity on a locally compact Hausdorff space $S$, such that $S = \Delta$, and $A$ is regular and has the property of the above lemma.

**Lemma.** If $C$ is a compact subset of $S$, then there exists $f \in A$ such that $f$ is identically 1 on $C$.

**Proof.** If $f_1 = 1$ on $B_1$ and $f_2 = 1$ on $B_2$, then obviously $f_1 + f_2 - f_1 f_2 = 1$ on $B_1 \cup B_2$. This step is analogous to the well-known algebraic device for enlarging idempotents. By the compactness of $C$ and the previous lemma there exist a finite number of open sets $B_i$ covering $C$ and functions $f_i$ such that $f_i = 1$ on $B_i$. These combine to give a function $f = 1$ on $\bigcup B_i$ by repeating the above step a finite number of times.

**Corollary.** If $A$ is a semi-simple regular Banach algebra and the maximal ideal space of $A$ is compact, then $A$ has an identity.
Proof. Since $\mathcal{M}$ is compact, the lemma implies that the constant 1 belongs to the representation algebra $\hat{A}$; thus $\hat{A}$ has an identity. The semi-simplicity of $A$ means by definition that the natural homomorphism $* \to \hat{*}$ of $A$ onto $\hat{A}$ is an isomorphism; therefore $A$ has an identity.

25C. Lemma. If $F$ is a closed subset of $S$ and $C$ is a compact set disjoint from $F$, then there exists $f \subseteq A$ such that $f = 0$ on $F$ and $f = 1$ on $C$. In fact, any ideal whose hull is $F$ contains such an $f$.

Proof. By virtue of the preceding lemma this is an exact replica of the first lemma of 20F. However, in view of the importance of the result we shall present here a slightly different proof. Let $A_C$ be the function algebra consisting of the functions of $A$ confined to $C$; $A_C$ is (isomorphic to) the quotient algebra $A/k(C)$. $A_C$ has an identity by the preceding lemma, and since $C$ is hull-kernel closed the maximal ideals of $A_C$ correspond exactly to the points of $C$. Now let $I$ be any ideal whose hull is $F$ and let $I_C$ be the ideal in $A_C$ consisting of the functions of $I$ confined to $C$. The functions of $I$ do not all vanish at any point of $C$, for any such point would belong to the hull of $I$, which is $F$. Thus $I_C$ is not included in any maximal ideal of $A_C$, and therefore $I_C = A_C$. In particular $I_C$ contains the identity of $A_C$; that is, $I$ contains a function which is identically 1 on $C$.

25D. Theorem. If $F$ is any closed subset of $S$, then the functions of $A$ with compact carriers disjoint from $F$ form an ideal $j(F)$ whose hull is $F$ and which is included in every other ideal whose hull is $F$.

Proof. The carrier of a function $f$ is the closure of the set where $f \neq 0$. The set of functions with compact carriers disjoint from $F$ clearly form an ideal $j(F)$ whose hull includes $F$. If $p \not\in F$, then $p$ has a neighborhood $N$ whose closure is compact and disjoint from $F$. By the fundamental condition for regularity there exists $f \subseteq A$ such that $f(p) \neq 0$ and $f = 0$ on $N'$. Thus $f$ has a compact carrier ($\subset N$) disjoint from $F$ and $f \subseteq j(F)$, proving that $p \not\in h(j(F))$. Thus $p \not\in F$ implies that $p \not\in h(j(F))$ and $h(j(F)) = F$. 
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Now if \( I \) is any ideal whose hull is \( F \) and \( f \) is any function of \( j(F) \), with compact carrier \( C \) disjoint from \( F \), then by the preceding lemma \( I \) contains a function \( e \) identically one on \( C \), so that \( f = fe \in I \). Thus \( j(F) \subset I \), proving the theorem.

As a corollary of this theorem we can deduce the Wiener Tauberian theorem, but in a disguise which the reader may find perfect. Its relation to the ordinary form of the Wiener theorem will be discussed in 37A.

**Corollary.** Let \( A \) be a regular semi-simple Banach algebra with the property that the set of elements \( x \) such that \( \hat{x} \) has compact support is dense in \( A \). Then every proper closed ideal is included in a regular maximal ideal.

**Proof.** Let \( I \) be a closed ideal and suppose that \( I \) is included in no regular maximal ideal. We must show that \( I = A \). But the hull of \( I \) is empty and therefore \( I \) includes the ideal of all elements \( x \in A \) such that \( \hat{x} \) has compact support. Since the latter ideal is dense in \( A \) by hypothesis, we have \( I = A \) as desired.

25E. A function \( f \) is said to belong locally to an ideal \( I \) at a point \( p \) if there exists \( g \in I \) such that \( g = f \) in a neighborhood of \( p \). If \( p \) is the point at infinity, this means that \( g = f \) outside of some compact set.

**Theorem.** If \( f \) belongs locally to an ideal \( I \) at all points of \( S \) and at the point at infinity, then \( f \in I \).

**Proof.** In view of the assumption on the point at infinity, we may as well suppose that \( S \) is compact and that \( A \) includes the constant functions. Then there exists a finite family of open sets \( U_i \) covering \( S \) and functions \( f_i \in I \) such that \( f = f_i \) on \( U_i \). We can find open sets \( V_i \) covering \( S \) such that \( V_i \subset U_i \), and the theorem then follows from the lemma below.

**Lemma.** If \( f_i \in I \) and \( f = f_i \) on \( U_i \), \( i = 1, 2 \), and if \( C \) is a compact subset of \( U_2 \), then there exists \( g \in I \) such that \( f = g \) on \( U_1 \cup C \).

**Proof.** Let \( e \in A \) be such that \( e = 1 \) on \( C \) and \( e = 0 \) on \( U_2' \). If \( g = f_2 e + f_1 (1 - e) \), then \( g = f_2 = f \) on \( C \), \( g = f_1 = f \) on
\( U_1 - U_2 \) and \( g = fe + f(1 - e) = f \) on \( U_1 \cap U_2 \). These equations add to the fact that \( g = f \) on \( U_1 \cup C \), as asserted.

In applying this theorem the following lemma is useful.

**Lemma.** An element \( f \) always belongs locally to an ideal \( I \) at every point not in \( \text{hull} (I) \) and at every point in the interior of \( \text{hull} (f) \).

**Proof.** If \( p \in \text{hull} (I) \) then there exists by 25C a function \( e \in I \) such that \( e = 1 \) in a neighborhood \( N(p) \). Then \( ef \in I \) and \( f = ef \) in \( N(p) \), so that \( f \) belongs locally to \( I \) at \( p \). The other assertion of the lemma follows from the fact that \( I \) contains 0.

25F. The above theorem leads to the strongest known theorem guaranteeing that an element \( x \) belong to an ideal \( I \) in a commutative Banach algebra \( A \). We say that the algebra \( A \) satisfies the condition \( D \) (a modification of a condition given by Ditkin) if, given \( x \in M \subseteq \mathcal{M} \), there exists a sequence \( x_n \in A \) such that \( x_n = 0 \) in a neighborhood \( V_n \) of \( M \) and \( xx_n \rightarrow x \). If \( \mathcal{M} \) is not compact, the condition must also be satisfied for the point at infinity.

**Theorem.** Let \( A \) be a regular semi-simple Banach algebra satisfying the condition \( D \) and let \( I \) be a closed ideal of \( A \). Then \( I \) contains every element \( x \) in \( k(h(I)) \) such that the intersection of the boundary of \( \text{hull} (x) \) with \( \text{hull} (I) \) includes no non-zero perfect set.

**Proof.** We prove that the set of points at which \( \hat{x} \) does not belong locally to \( \hat{I} \) is perfect (in the one point compactification of \( \mathcal{M} \)). It is clearly closed. Suppose that \( M_0 \) is an isolated point and that \( U \) is a neighborhood of \( M_0 \) such that \( \hat{x} \) belongs locally to \( \hat{I} \) at every point of \( \overline{U} \) except \( M_0 \). There exists by the condition \( D \) a sequence \( y_n \) such that \( y_n \hat{x} \rightarrow \hat{x} \) and such that each function \( \hat{y}_n \) is zero in some neighborhood of \( M_0 \). Let \( e \) be such that \( \hat{e} = 0 \) in \( U' \) and \( \hat{e} = 1 \) in a smaller neighborhood \( V \) of \( M_0 \). Then \( \hat{y}_n \hat{e} \) belongs locally to \( \hat{I} \) at every point of \( \mathcal{M}_V \) and therefore is an element of \( \hat{I} \) by the preceding theorem. Since \( I \) is closed and \( y_n \hat{x} \rightarrow \hat{x} \), it follows that \( xe \in I \) and hence that \( \hat{x} \) belongs to \( \hat{I} \) at \( M_0 \) (since \( xe = \hat{x} \) in \( V \)). Thus the set of points at which \( \hat{x} \) does not belong locally to \( \hat{I} \) is perfect. Since it is included in both \( \text{hull} (I) \) and the boundary of \( \text{hull} (x) \) by the lemma in 25E...
and the assumption that \( h(I) \subset h(x) \), it must be zero by hypothesis. Thus \( x \) belongs locally to \( \hat{I} \) at all points, and \( x \in I \) by 25E.

We shall see in 37C that the group algebra of a locally compact Abelian group satisfies condition \( D \), and this gives us the strongest known theorem of Tauberian type in the general group setting.

§ 26. BANACH ALGEBRAS WITH INVOLUTIONS

We remind the reader that a mapping \( x \to x^* \) defined on an algebra \( A \) is an involution if it has at least the first four of the following properties:

1. \( x^{**} = x \)
2. \((x + y)^* = x^* + y^*\)
3. \((\lambda x)^* = \bar{\lambda} x^*\)
4. \((xy)^* = y^* x^*\)
5. \(\|xx^*\|^2 = \|x\|^2\)
6. \(-xx^* \) has an inverse (\( e + xx^* \) has an inverse) for every \( x \).

Many important Banach algebras have involutions. For instance all the examples of § 18 possess natural involutions except for 2a and 4. In the algebras of functions 1 and 5 the involution is defined by \( f^* = \overline{f} \) and the properties (1) to (6) above can all be immediately verified. In the algebra 2b of bounded operators on a Hilbert space, \( A^* \) is the adjoint of \( A \), and we have already seen in 11B that properties (1) to (6) hold. Group algebras will be discussed in great detail later.

The existence of an involution is indispensable for much of the standard theory of harmonic analysis, including the whole theory of positive definiteness. We begin this section by investigating the elementary implications of the presence of an involution, and then prove a representation theorem for self-adjoint Banach algebras, the spectral theorem for a bounded self-adjoint operator, the Bochner theorem on positive definite functionals, and a general Plancherel theorem.

26A. Our systematic discussion in the early letters of this section gets perhaps a trifle technical and we shall try to ease mat-
ters somewhat by proving ahead of time and out of context one of the simplest and most important theorems. The reader will then be able to omit 26B to 26E if he wishes and go on immediately to the numbers having more classical content.

**Theorem.** If \( A \) is a commutative Banach algebra with an identity and with an involution satisfying (1)–(5), then its transform algebra \( \hat{A} \) is the algebra \( C(\mathfrak{M}) \) of all continuous complex-valued functions on its maximal ideal space \( \mathfrak{M} \) and the mapping \( x \to x^* \) is an isometry of \( A \) onto \( C(\mathfrak{M}) \).

**Proof.** We first prove that, if \( x \) is self-adjoint \( (x = x^*) \), then \( \hat{x} \) is real-valued. Otherwise \( \hat{x} \) assumes a complex value \( a + bi \) \( (b \neq 0) \), and, if \( y = x + iBe \), then \( y \) assumes the value \( a + i(b + B) \). Remembering that \( y^* = x - iBe \) we see that

\[
a^2 + b^2 + 2bB + B^2 \leq || \hat{y} ||^2 \leq || y ||^2 = || yy^* || = || x^2 + B^2e || \]

\[
\leq || x^2 || + B^2
\]

which is a contradiction if \( B \) is chosen so that \( 2bB > || x ||^2 \). This argument is due to Arens [2].

For any \( x \) the elements \( x + x^* \) and \( i(x - x^*) \) are self-adjoint and \( 2x = (x + x^*) - i[i(x - x^*)] \). Since the functions \( \hat{x} \) separate points in \( \mathfrak{M} \) the real-valued functions of \( \hat{A} \) form a real algebra separating the points of \( \mathfrak{M} \) and hence, by the Stone-Weierstrass theorem, dense in \( C^R(\mathfrak{M}) \). Therefore \( \hat{A} \) is dense in \( C(\mathfrak{M}) \). The above expression for \( x \) in terms of self-adjoint elements also proves that \( (x^*)^\wedge = (\hat{x})^\wedge \).

Finally we prove that \( \hat{A} \) is isometric to \( A \), hence complete in the uniform norm, hence identical with \( C(\mathfrak{M}) \). If \( y \) is self-adjoint, we have exactly as in 24C the inequality \( || y || \leq || y^2 ||^{1/2} \leq \cdots \leq || y^{2^n} ||^{1/2^n} \), and therefore \( || y || = || \hat{y} ||_\infty \). In general \( || x || = || xx^* ||^{1/2} = || \hat{x}(x^*)^\wedge ||^{1/2} = || \hat{x}^2 ||^{1/2} = || \hat{x} ||_\infty \), as asserted.

26B. A commutative Banach algebra is said to be self-adjoint if for every \( x \in A \) there exists \( y \in A \) such that \( \hat{y} = \hat{x}^- (\hat{a} \) being the complex conjugate of \( a \)). We note several simple consequences of this definition.

**Lemma 1.** If \( A \) is a self-adjoint commutative Banach algebra, then \( \hat{A} \) is dense in \( C(\mathfrak{M}) \).
Proof. If $x$ and $y$ are related as above, then $(x + y)/2$ is the
real part of $x$ and $(x - y)/2$ is the imaginary part. It follows
that the real-valued functions of $\tilde{A}$ form a real algebra which
separates points of $\mathfrak{m}$ and therefore, by the Stone-Weierstrass
theorem, is dense in $C^R(\mathfrak{m})$. Therefore $\tilde{A}$ itself is dense in $C(\mathfrak{m})$.

Corollary. If $A$ is self-adjoint, then $\mathfrak{m}$ is its own boundary.

Proof. Otherwise let $M_0$ be a point of $\mathfrak{m}$ not in the boundary,
let $f$ be a continuous function equal to 1 at $M_0$ and equal to 0 on
the boundary, and let $\hat{x}$ be any function of $\tilde{A}$ such that $\| f - \hat{x} \|_\infty < \frac{1}{2}$. Then $|\hat{x}(M_0)| > \frac{1}{2}$ and $|\hat{x}| < \frac{1}{2}$ on the boundary, con-
tradicting the fact that $\hat{x}$ must assume its maximum on the bound-
ary. Thus no such $M_0$ can exist and $\mathfrak{m}$ equals its boundary.

Lemma 2. If $A$ is self-adjoint and $C$ is a compact subset of
$\mathfrak{m}$, then there exists $x \in A$ such that $\hat{x} \geq 0$ and $\hat{x} > 0$ on $C$.

Proof. For each $M \in C$ there exists $x \in A$ such that $\hat{x}(M)\neq 0$. Then $|\hat{x}|^2 \in \tilde{A}$ by the definition of self-adjointness and
$|\hat{x}|^2 > 0$ on an open set containing $p$. It follows from the
Heine-Borel theorem that a finite sum of such functions is posi-
tive on $C$, q.e.d. This is the same argument that was used in
19C.

Corollary. If $A$ is semi-simple and self-adjoint and $\mathfrak{m}$ is com-
 pact, then $A$ has an identity.

Proof. There exists $x \in A$ such that $\hat{x} > 0$ on $\mathfrak{m}$ and it fol-
ows from the corollary of 24D that $A$ has an identity.

26C. If $A$ is self-adjoint and semi-simple, then, given $x$, there
exists a unique $y$ such that $\hat{y} = x^*$. If this $y$ be denoted $x^*$, then
the mapping $x \rightarrow x^*$ is clearly an involution on $A$ satisfying
(1)--(4). It also satisfies (6), for $-|\hat{x}|^2$ never assumes the value
1, and $-xx^*$ is therefore never an identity for a regular maximal
ideal, so that $-xx^*$ has an adverse by 21D. The converse is
also true, without the hypothesis of semi-simplicity.

Theorem. If $A$ is a commutative Banach algebra with an in-
volution satisfying (1)--(4) and (6), then $A$ is self-adjoint and
$x^{**} = \hat{x}$ for every $x \in A$. 
**Proof.** An element $x$ such that $x = x^*$ is called *self-adjoint*. In proving that $x^{**} = x^-$, it is sufficient to prove that, if $x$ is self-adjoint, then $x$ is real-valued, for in any case $x + x^*$ and $i(x - x^*)$ are self-adjoint elements, and, if they are known to have real transforms, then the conclusion about $x$ follows from its expression as $[(x + x^*) - i(i(x - x^*))]/2$, together with (3).

Accordingly, let $x$ be self-adjoint and suppose that $x$ is not real, $x(M) = a + bi$ for some $M$, with $b \neq 0$. Then some linear combination of $x(M)$ and $(x^2)^*(M)$ has pure imaginary part, for the number pairs $(a, b)$ and $(a^2 - b^2, 2ab)$ are linearly independent. The actual combination is $y = [(b^2 - a^2)x + ax^2]/b(a^2 + b^2)$, giving $y(M) = i$. Then $(-y^2)^*(M) = 1$ and $-y^2 = -yy^*$ cannot have an adverse. This contradicts (6), and proves that $x$ is real-valued if $x$ is self-adjoint, q.e.d.

**26D. Theorem.** If a commutative Banach algebra is semi-simple, then it follows from properties (1)-(4) alone that an involution is continuous.

**Proof.** 24B can be applied almost directly. Actually, the proof of 24B must be modified slightly to allow a mapping $T$ of $A_1$ onto a dense subalgebra of $A_2$ which departs slightly from being a homomorphism (to the extent that involution fails to be an isomorphism). The details will be obvious to the reader.

**26E.** We now raise the question, suggested by 26B, as to when a self-adjoint algebra has the property that $\hat{A} = \mathcal{E}(\mathfrak{M})$. Some of the argument is the same as in 24C, but will nevertheless be repeated. If $\hat{A} = \mathcal{E}(\mathfrak{M})$ and $A$ is semi-simple, the continuous one-to-one linear mapping $x \rightarrow \hat{x}$ of $A$ onto $\hat{A} = \mathcal{E}(\mathfrak{M})$ must have a continuous inverse by the closed graph theorem. Thus there exists a constant $K$ such that $\|x\| \leq K\|\hat{x}\|_\infty$ for every $x$, and, in particular, $\|x\|^2 \leq K^2\|\hat{x}\|_\infty^2 = K^2\|\hat{x}\|_\infty^2 \leq K^2\|xx^*\|$. Conversely, this condition is sufficient to prove that $\hat{A} = \mathcal{E}(\mathfrak{M})$ even without the assumption of self-adjointness.

**Theorem.** If a commutative Banach algebra $A$ has an involution satisfying (1)-(4) and the inequality $\|x\|^2 \leq K\|xx^*\|$, then $\|x\| \leq K\|\hat{x}\|_\infty$ for all $x \in A$, $A$ is semi-simple and self-adjoint, and $\hat{A} = \mathcal{E}(\mathfrak{M})$. 
Proof. If \( y \) is self-adjoint, then the assumed inequality becomes \( || y ||^2 \leq K || y^2 || \). Applying this inductively to the powers \( y^{2^n} \), we get \( || y || \leq K^{1/2} || y^2 ||^{1/2} \leq K^{1/4} K^{1/4} || y^4 ||^{1/4} \leq \cdots \leq K^{1/2} K^{1/2} \cdots K^{2^{-m}} || y^{2^m} ||^{2^{-m}} \). Therefore \( || y || \leq K \lim \frac{1}{1/m} = K || \hat{y} ||_\infty \).

The equation \( x^{**}(M^*) = \hat{x}(M) \) implies that \( || x^{**} ||_\infty = || \hat{x} ||_\infty \). Thus \( || x ||^2 \leq K || xx^* || \leq K^2 || \hat{x} x^{**} ||_\infty \leq K^2 || \hat{x} ||^2 ||_\infty \), and \( || x || \leq K || \hat{x} ||_\infty \), as asserted in the theorem. One consequence of this inequality is obviously the semi-simplicity of \( A \). Another is that the one-to-one mapping \( x \to \hat{x} \) is bicontinuous and that the algebra \( \hat{A} \) is therefore uniformly closed. It will follow from 26B that \( \hat{A} = e(\mathfrak{m}) \) if \( A \) is self-adjoint.

The equation \( x^{**}(M^*) = \hat{x}(M) \) shows that, if \( F \) is a minimal closed set on which every function \( | \hat{x} | \) assumes its maximum, then so is \( F^* \). But the only such minimal closed set is the boundary \( F_0 \), so that \( F_0 = F_0^* \). We now show that \( M = M^* \) if \( M \) is a point of the boundary \( F_0 \). Otherwise we can find a neighborhood \( U \) of \( M \) such that \( U \cap U^* = \emptyset \), and a function \( \hat{x} \subset \hat{A} \) which takes its maximum absolute value in \( U \) and nowhere else on the boundary \( F_0 \). We can suppose that \( \max | \hat{x} | = 1 \) and that \( | \hat{x} | < \epsilon \) on \( F_0 - U \) (replacing \( \hat{x} \) by \( (\hat{x})^n \) for \( n \) sufficiently large). Then \( (x^*)^+ < \epsilon \) on \( F_0 - U^* \) and \( \hat{x} x^{**} < \epsilon \) on the whole boundary \( F_0 \) and hence everywhere. Then \( 1 \leq || x ||^2 \leq K^2 || \hat{x} x^{**} ||_\infty < K^2 \epsilon \), a contradiction if \( \epsilon < 1/K^2 \). Thus \( (x^*)^+ = \hat{x}^- \) on the boundary. Since \( \hat{A} \) is uniformly closed, we see from 26B that the restriction of \( \hat{A} \) to the boundary \( F_0 \) is the algebra \( e(F_0) \) of all continuous complex-valued functions vanishing at infinity on \( F_0 \). We know (19C and 20C) that \( F_0 \) is the set of all regular maximal ideals of this algebra, and since the restriction of \( \hat{A} \) is, by the definition of the boundary, isomorphic (and isometric) to \( \hat{A} \) itself, it follows that \( F_0 \) is the set of all regular maximal ideals of \( \hat{A} \), i.e., \( F_0 = \mathfrak{m} \). Thus \( x^{**} = x^+ \) everywhere and \( A \) is self-adjoint.

Corollary. If \( A \) is a commutative Banach algebra with an involution satisfying (1)-(5), then \( A \) is isometric and isomorphic to \( e(\mathfrak{m}) = \hat{A} \).

Proof. Now \( K = 1 \), and the inequality \( || x || \leq K || \hat{x} ||_\infty \) implies that \( || x || = || \hat{x} ||_\infty \).
**Corollary.** If $A$ is a commutative algebra of bounded operators on a Hilbert space $H$, closed under the norm topology and under the adjoint operation, then $A$ is isometric and isomorphic to the algebra $C(\mathbb{M})$ of all continuous complex-valued functions vanishing at infinity on a certain locally compact Hausdorff space $\mathbb{M}$.

**Proof.** The above corollary and 11B.

It should perhaps be pointed out that the theorem can be proved without using the notion of boundary by adding an identity and applying 26A. We start, as in the first paragraph of the given proof, by showing that the norm on $A$ is equivalent to the spectral norm. The following lemma is then the crucial step.

**Lemma.** If $A$ is a commutative Banach algebra with an involution satisfying $||x||^2 \leq K||xx^*||$, then $||x||_{sp}^2 = ||xx^*||_{sp}$.

**Proof.** $||(xx^*)^n||^{1/n} = ||x^n x^n||^{1/n} \leq ||x^n||^{1/n} ||x^n||^{1/n}$. Taking limits we get $||xx^*||_{sp} \leq ||x||_{sp} ||x^*||_{sp} = ||x||_{sp}^2$. Conversely, $||x^n||^2 \leq K||x^n(x^n)^*|| = K|| (xx^*)^n||$, $||x^n||^2/n \leq K^{1/n} ||(xx^*)^n||^{1/n}$ and, letting $n \to \infty$, $||x||_{sp}^2 \leq ||xx^*||_{sp}$.

Supposing, then, that the original algebra has been renormed with its spectral norm, we now add an identity and observe that the norm $||x + \lambda \epsilon|| = ||x|| + |\lambda|$ satisfies the $K$ inequality with $K = 16$. For if $||x|| < 3|\lambda|$, then $||x + \lambda \epsilon||^2 = (||x|| + |\lambda|)^2 < 16|\lambda|^2 \leq 16(||x + \lambda \epsilon)(x^* + \lambda \epsilon)||$, while, if $||x|| \geq 3|\lambda|$, then $||xx^* + \lambda x^* + \lambda x|| \geq ||xx^*|| - ||\lambda x^* + \lambda x|| \geq ||x||^2/3$ and obviously $(||x|| + |\lambda|)^2 \leq 16(||x||^2/3 + |\lambda|^2)$.

The lemma therefore implies that $||y||_{sp}^2 = ||yy^*||_{sp}$ in the extended algebra and the theorem is now a direct corollary of 26A.

**26F.** A representation $T$ of an algebra $A$ is a homomorphism $(x \to T_x)$ of $A$ onto an algebra of linear transformations over a vector space $X$. If $S$ has an involution, then $X$ is generally taken to be a Hilbert space $H$ and $T$ is required to take adjoints into adjoints: $T_x^* = (T_x)^*$. It is then called a $^*$-representation (star representation).

**Lemma.** If $A$ is a Banach algebra with a continuous involution, then every $^*$-representation is necessarily continuous.
Proof. Since $T$ is a homomorphism, $T_y$ has an adverse whenever $y$ does and therefore $\|T_x\|_p \leq \|x\|_p$ for every $x$. Now $T_{x^*x}$ is a self-adjoint operator, and for it we know (see 26A) that

$$\|T_x\|^2 = \|(T_x)^*(T_x)\| = \|T_{x^*x}\| = \|T_{x^*x}\|_p.$$  

Thus $\|T_x\|^2 = \|T_{x^*x}\|_p \leq \|x^*x\|_p \leq \|x^*x\| \leq \|x^*\| \|x\| \leq B\|x\|^2,$

where $B$ is a bound for the involution transformation. That is, $T$ is bounded with bound $B^{\frac{1}{2}}$.

If the involution is an isometry ($\|x^*\| = \|x\|$), then $B = 1$ and $\|T\| \leq 1$ in the above argument. The theorem of Gelfand and Neumark quoted earlier (§11) says simply that every $C^*$-algebra has an isometric $*$-representation.

In this paragraph we are principally concerned with $*$-representations of commutative, self-adjoint algebras. It follows from the above argument that in this case $\|T_x\| \leq \|x\|^2 \| \leq B^{\frac{1}{2}}$, so that any such representation can be transferred to a norm-decreasing representation of the function algebra $\hat{A}$, and, since $\hat{A}$ is dense in $\mathcal{C}(\mathfrak{M})$, the representation can then be extended to a norm-decreasing representation of $\mathcal{C}(\mathfrak{M})$. We now show that $T$ has a unique extension to the bounded Baire functions on $\mathfrak{M}$.

**Theorem.** Let $T$ be a bounded representation of the algebra $\mathcal{C}(\mathfrak{M})$ of all continuous complex-valued (or real-valued) functions vanishing at infinity on a locally compact Hausdorff space $\mathfrak{M}$ by operators on a reflexive Banach space $X$. Then $T$ can be extended to a representation of the algebra $\mathfrak{B}(\mathfrak{M})$ of all bounded Baire functions which vanish at infinity on $\mathfrak{M}$, and the extension is unique, subject to the condition that $L_{x,y}(f) = (T_f x, y)$ is a complex-valued bounded integral for every $x \in X$, $y \in X^*$. If $S$ is a bounded operator on $X$ which commutes with $T_f$ for every $f \in \mathcal{C}(\mathfrak{M})$, then $S$ commutes with $T_f$ for every $f \in \mathfrak{B}(\mathfrak{M})$. If $X$ is a Hilbert space $H$ and $T$ is a $*$-representation, then the extended representation is a $*$-representation.

The function $F(f, x, y) = (T_f x, y)$ defined for $f \in \mathcal{C}(\mathfrak{M})$, $x \in X$, $y \in X^*$ is trilinear and $|F(f, x, y)| \leq \|T\| \|f\|_\infty \|x\| \|y\|$. If $x$ and $y$ are fixed it is a bounded integral on $\mathcal{C}(\mathfrak{M})$ and hence uniquely extensible to $\mathfrak{B}(\mathfrak{M})$ with the same inequality holding. The extended functional is, moreover, linear in $f$, $x$ and $y$. If $x$ and $f$ are fixed, it belongs to $X^{**} = X$; that is, there
exists an element of $X$ which we designate $T_{x}$ such that $F(f, x, y) = (T_{x}y, y)$ for all $y$. From the linearity of $F$ in its three arguments and the inequality $|F(f, x, y)| \leq \|T\| \|f\|_{\infty}\|x\| \|y\|$ we see that $T_{f}$ is linear and bounded by $\|T\| |f|_{\infty}$ and that the mapping $f \to T_{f}$ is linear and bounded by $\|T\|$. Now for $f, g \in \mathbb{C}(\mathfrak{M})$ we have

(a) $T_{f}g = T_{f}T_{g} = T_{g}T_{f}$

or

(b) $F(fg, x, y) = F(f, T_{g}x, y) = F(f, x, (T_{g})^{*}y)$.

Keeping $g$ fixed this identity between three integrals in $f$ persists when the domain is extended from $\mathbb{C}(\mathfrak{M})$ to $\mathfrak{B}(\mathfrak{M})$, proving (a) for $g \in \mathbb{C}(\mathfrak{M})$ and $f \in \mathfrak{B}(\mathfrak{M})$. Since (a) is symmetric in $f$ and $g$, we have (b) for $g \in \mathfrak{B}(\mathfrak{M})$ and $f \in \mathbb{C}(\mathfrak{M})$. Extending once more we have (b) and hence (a) for all $f, g \in \mathfrak{B}(\mathfrak{M})$. Thus the extended mapping $f \to T_{f}$ is a representation of $\mathfrak{B}(\mathfrak{M})$.

If $S$ commutes with $T_{f}$ for every $f \in \mathbb{C}(\mathfrak{M})$, we have $(T_{f}Sx, y) = (ST_{f}x, y) = (T_{f}x, S^{*}y)$, i.e., $F(f, Sx, y) = F(f, x, S^{*}y)$. This identity persists through the extension, as above, and then translates back into the fact that $S$ commutes with $T_{f}$ for every $f \in \mathfrak{B}(\mathfrak{M})$.

Finally, if $X$ is a Hilbert space $H$ the assumption that $T$ is a $*$-representation is equivalent to the identity $F(\bar{f}, y, x) = F(f, \bar{x}, y)$, which again persists through the extension and translates back into the fact that the extended $T$ is a $*$-representation. This completes the proof of the theorem.

26G. The essential content of the spectral theorem is that a bounded self-adjoint operator on a Hilbert space can be approximated in the operator norm by linear combinations of projections. This is similar to the fact that a bounded continuous function on a topological space can be approximated in the uniform norm by step functions (i.e., by linear combinations of characteristic functions). The Gelfand theory reveals these apparently unconnected statements to be, in fact, equivalent assertions, and this fact gives rise to an elegant and easy proof of the spectral theorem.
Let $\mathcal{A}$ be a commutative algebra of bounded operators on a Hilbert space $H$, closed under the operation of taking the adjoint, and topologically closed under the operator norm. We may as well suppose that $\mathcal{A}$ contains the identity, for in any case it can be added. Then $\mathcal{A}$ is isometric and isomorphic to the algebra $\mathcal{C}(\mathcal{M})$ of all continuous functions on its compact maximal ideal space (26A and 11B) and the inverse mapping can be uniquely extended (26F) to the algebra $\mathcal{B}(\mathcal{M})$ of all bounded Baire functions on $\mathcal{M}$. Let $\mathcal{A}$ be a fixed self-adjoint operator from $\mathcal{A}$ and $\hat{\mathcal{A}}$ its image function on $\mathcal{M}$. (This conflicts, momentarily, with our earlier use of the symbol $\hat{\mathcal{A}}$.)

We suppose that $-1 \leq \hat{\mathcal{A}} \leq 1$, and, given $\epsilon$, we choose a subdivision $-1 = \lambda_0 < \lambda_1 < \cdots < \lambda_n = 1$ such that $\max (\lambda_i - \lambda_{i-1}) < \epsilon$. Let $\hat{E}_\lambda$ be the characteristic function of the compact set where $\hat{\mathcal{A}} \leq \lambda$, and choose $\lambda_i'$ from the interval $[\lambda_{i-1}, \lambda_i]$. Then

$$\| \hat{\mathcal{A}} - \sum_{i}^{n} \lambda_i' (\hat{E}_{\lambda_i} - \hat{E}_{\lambda_{i-1}}) \|_\infty < \epsilon$$

and hence

$$\| \mathcal{A} - \sum_{i}^{n} \lambda_i' (E_{\lambda_i} - E_{\lambda_{i-1}}) \| < \epsilon$$

where $E_\lambda$ is the bounded self-adjoint operator determined by the Baire function $\hat{E}_\lambda$. $E_\lambda$ is idempotent (since $(\hat{E}_\lambda)^2 = \hat{E}_\lambda$) and hence a projection. The approximation above could be written in the form of a Riemann-Stieltjes integral,

$$\mathcal{A} = \int \lambda \, dE_\lambda,$$

which is the integral form of the spectral theorem.

All the standard facts connected with the spectral theorem follow from the above approach. For instance, simple real-variable approximation arguments (one of which can be based on the Stone-Weierstrass theorem) show that, for fixed $\lambda$, there exists a sequence of polynomials $P_n$ such that $P_n(\mathcal{A}) \downarrow \hat{E}_\lambda$. Remembering that $(P_n(\mathcal{A})x, x) = \int P_n(\mathcal{A}) \, d\mu_{x,x}$ it follows that $P_n(\mathcal{A})$ converges monotonically to $E$ in the usual weak sense: $(P_n(\mathcal{A})x, x) \downarrow (E_{\lambda}x, x)$ for every $x \in H$.

26H. We conclude §26 with a study of positive-definiteness culminating in a general Plancherel theorem. Most of the ele-
mentary facts appeared in the early Russian literature, but the Plancherel theorem itself is a modification of that given by Gode-
ment [20].

If $A$ is a complex algebra with an involution, a linear functional $\varphi$ over $A$ is said to be positive if $\varphi(xx^*) \geq 0$ for all $x$. The signifi-
cance of positivity is that the form $[x, y] = \varphi(xy^*)$ then has all the properties of a scalar product, except that $[x, x]$ may be zero without $x$ being zero. The linearity of $[x, y]$ in $x$ and its conju-
gate linearity in $y$ are obvious, and the only remaining property to be checked is that $[x, y] = [y, x]$. This follows upon expanding the left member of the inequality $\varphi((x + \lambda y)(x + \lambda y)^*) \geq 0$, showing that $\lambda \varphi(yx^*) + \lambda \varphi(xy^*)$ is real-valued for every com-
plex number $\lambda$, from which it follows by an elementary argument that $\varphi(yx^*) = \varphi(xy^*)$ as required.

It then follows (see 10B) that the Schwarz inequality is valid:

$$| \varphi(xy^*) | \leq \varphi(xx^*)^{\frac{1}{2}} \varphi(yy^*)^{\frac{1}{2}}.$$

If $A$ has an identity, we can take $y = e$ in the Schwarz inequality and in the equation $\varphi(xy^*) = \varphi(yx^*)$ and get the conditions

$$| \varphi(x) |^2 \leq k \varphi(xx^*), \quad \varphi(x^*) = \varphi(x)$$

where $k = \varphi(e)$. In any case, a positive functional satisfying these extra conditions will be called extendable, for reasons which the following lemma will make clear.

**Lemma 1.** A necessary and sufficient condition that $\varphi$ can be extended so as to remain positive when an identity is added to $A$ is that $\varphi$ be extendable in the above sense.

**Proof.** The necessity is obvious from the remarks already made. Supposing then that $\varphi$ satisfies the above conditions and taking $\varphi(e) = k$, we have $\varphi((x + \lambda e)(x + \lambda e)^*) = \varphi(xx^*) + 2\lambda \varphi(x) + | \lambda |^2 k \geq \varphi(xx^*) - 2| \lambda |^2 k = (\varphi(xx^*)^{\frac{1}{2}} - | \lambda |^2 k^2)^2 \geq 0$, proving the sufficiency.

**Lemma 2.** If $A$ is a Banach algebra with an identity and a continuous involution, then every positive functional on $A$ is con-
tinuous.
Proof. If $A$ is a Banach algebra with an identity and if $\| x \| < 1$, then $e - x$ has a square root which can be computed by the ordinary series expansion for $\sqrt{1 - t}$ about the origin. If $A$ has a continuous involution and $x$ is self-adjoint, then so is the series value for $y = \sqrt{e - x}$. Thus $\varphi(e - x) = \varphi(yy^*) \geq 0$ and $\varphi(x) \leq \varphi(e)$. Similarly $\varphi(-x) \leq \varphi(e)$, and we have the conclusion that, if $x$ is self-adjoint and $\| x \| < 1$, then $|\varphi(x)| \leq \varphi(e)$.

For a general $x$ we have the usual expression $x = (x + x^*)/2 - i[i(x - x^*)/2]$ where $x + x^*$ and $i(x - x^*)$ are self-adjoint. If $B$ is a bound for the continuous involution, it follows that $|\varphi(x)| \leq \sqrt{2}\varphi(e)$ whenever $\| x \| < 2/(B + 1)$, proving that $\varphi$ is continuous with $(B + 1)\varphi(e)/\sqrt{2}$ as a bound.

26I. Theorem. (Herglotz-Bochner-Weil-Raikov.) If $A$ is a semi-simple, self-adjoint, commutative Banach algebra, then a linear functional $\varphi$ on $A$ is positive and extendable if and only if there exists a finite positive Baire measure $\mu_\varphi$ on $\mathcal{M}$ such that $\varphi(x) = \int \hat{x} \, d\mu_\varphi$ for every $x \in A$.

Proof. If $\varphi(x) = \int \hat{x} \, d\mu$ where $\mu$ is a finite positive Baire measure on $\mathcal{M}$, then

$$\varphi(xx^*) = \int |\hat{x}|^2 \, d\mu \geq 0,$$

$$\varphi(x^*) = \int \hat{x}^* \, d\mu = \left(\int \hat{x} \, d\mu\right)^* = \overline{\varphi(x)},$$

$$|\varphi(x)|^2 = \left|\int \hat{x} \, d\mu\right|^2 \leq \left(\int |\hat{x}|^2 \, d\mu\right) \left(\int 1 \, d\mu\right) = \| \mu \| \varphi(xx^*);$$

that is, $\varphi$ is positive and extendable. Conversely, if $\varphi$ is positive and extendable, then $\varphi$ is continuous (by Lemma 2 above) and

$$|\varphi(x)|^2 \leq k\varphi(xx^*) \leq k^{1 + \frac{1}{2}n}\varphi((xx^*)^2)^{\frac{1}{2}} \leq \cdots \leq k^{1 + \cdots + 2^{-n}}\varphi((xx^*)^{2^n})^{2^{-n}} \leq k^{1 + \cdots + 2^{-n}}\| \varphi \|^2 \| (xx^*)^{2^n} \|^2.$$
Letting \( n \to \infty \) and taking the square root we have \( |\varphi(x)| \leq k ||x||_\infty \). Since \( \mathcal{A} \) is dense in \( \mathcal{E}(\mathcal{M}) \), the bounded linear functional \( I \) defined on \( \mathcal{A} \) by \( I_\varphi(\hat{x}) = \varphi(x) \) can be extended in a unique way to \( \mathcal{E}(\mathcal{M}) \). If \( f \in \mathcal{E}(\mathcal{M}) \) and \( f \geq 0 \), then \( f^{\frac{1}{2}} \) can be uniformly approximated by functions \( \hat{x} \in \mathcal{A} \) and hence \( f \) can be uniformly approximated by functions \( |\hat{x}|^2 \). Since \( I_\varphi(|\hat{x}|^2) = \varphi(xx^*) \geq 0 \) and \( I_\varphi(|\hat{x}|^2) \) approximates \( I_\varphi(f) \), it follows that \( I_\varphi(f) \geq 0 \). That is, \( I_\varphi \) is a bounded integral. If \( \mu_\varphi \) is the related measure, we have the desired identity \( \varphi(x) = \int \hat{x} \, d\mu_\varphi \) for all \( x \in \mathcal{A} \).

26J. The setting for the Plancherel theorem will be a semi-simple, self-adjoint commutative Banach algebra \( A \), and a fixed positive functional \( \varphi \) defined on a dense ideal \( A_0 \subset A \). An element \( \rho \in A_0 \) will be said to be positive definite if the functional \( \theta_\rho \) defined on \( A \) by \( \theta_\rho(x) = \varphi(\rho x) \) is positive and extendable. Then by the Bochner theorem there is a unique bounded integral \( I_\rho \) on \( \mathcal{E}(\mathcal{M}) \) (finite positive Baire measure \( \mu_\rho \) on \( \mathcal{M} \)) such that

\[
\varphi(\rho x) = I_\rho(\hat{x}) = \int \hat{x} \, d\mu_\rho.
\]

The set of positive definite elements is clearly closed under addition and under multiplication by positive scalars, and we now observe that it contains every element of the form \( xx^* \), \( x \in A_0 \). In fact, we can see directly that \( \theta_{xx^*} \) is not only positive but can also be extended so as to remain positive, for if \( \theta_{xx^*}(y + \lambda e) = \varphi(xx^*y + \lambda xx^*) \), then \( \theta_{xx^*}(y + \lambda e)(y + \lambda e)^* = \varphi((xy + \lambda x)(xy + \lambda x)^*) \geq 0 \).

If \( \rho \) and \( q \) are positive definite, then \( I_q(\hat{\rho}) = \varphi(q\rho x) = I_\rho(\hat{\rho}) \) for every \( x \in A \) and therefore \( I_q(h\hat{\rho}) = I_\rho(h\hat{\rho}) \) for every \( h \in \mathcal{E}(\mathcal{M}) \). Let \( S_f \) be the support of \( f \), i.e., the closure of the set where \( f \neq 0 \). If \( \hat{\rho} \) is bounded away from 0 on \( S_f \), then \( h = f/\hat{\rho} \hat{q} \in \mathcal{E}(\mathcal{M}) \) and \( I_q(f/\hat{\rho}) = I_\rho(f/\hat{\rho}) \). We now define the functional \( I \) on \( L(\mathcal{M}) \) (the set of functions in \( \mathcal{E}(\mathcal{M}) \) having compact support) by \( I(f) = I_\rho(f/\hat{\rho}) \) where \( \rho \) is any positive definite element such that \( \hat{\rho} \) is bounded away from 0 on \( S_f \) and hence such that \( f/\hat{\rho} \in L \). Such a \( \rho \) always exists, for \( S_f \) is compact if \( f \in L \) and by the Heine-Borel theorem we can find \( \rho \) of the form \( x_1x_1^* + \cdots + x_nx_n^* \) such that \( \rho \geq 0 \) and \( \rho > 0 \) on \( S_f \). We saw above that \( I(f) \) is
independent of the particular \( p \) taken, and using the \( p \) just constructed we see that \( I(f) \geq 0 \) if \( f \geq 0 \). Thus \( I \) is an integral. The original identity \( I_p(h\hat{q}) = I_q(h\hat{p}) \) shows that the integral \( I_p \) vanishes on the closed set where \( \hat{p} = 0 \), and this, together with the identity \( I(f) = I_p(f/\hat{p}) \) for all \( f \) which vanish on this closed set, implies that \( I(g\hat{p}) = I_p(g) \) for all \( g \). Therefore \( I(\hat{p}) = I_p(1) = ||I_p||. \)

Finally, \( \varphi(pq^*) = I_p(\hat{q}) = I(\hat{p}\hat{q}) \) for all positive definite elements \( p \) and \( q \), and \( p \rightarrow \hat{p} \) is therefore a unitary mapping of the subspace of \( H_\varphi \) generated by positive definite elements onto a subspace of \( L^2(I) \). We have proved the following theorem.

**Theorem.** Let \( A \) be a semi-simple, self-adjoint, commutative Banach algebra and let \( \varphi \) be a positive functional defined on a dense ideal \( A_0 \subset A \). Then there is a unique Baire measure \( \mu \) on \( \mathbb{M} \) such that \( \hat{p} \in L^1(\mu) \) and \( \varphi(px) = \int \hat{x}\hat{p} \, d\mu \) whenever \( p \) is positive definite with respect to \( \varphi \). The mapping \( p \rightarrow \hat{p} \) when confined to the subspace of \( H_\varphi \) generated by positive definite elements is therefore a unitary mapping of this subspace onto a subspace of \( L^2(\mu) \), and is extendable to the whole of \( H_\varphi \) if it is known that \( A_0^2 \) is \( H_\varphi \)-dense in \( A_0 \).

**26K.** The last two theorems have assumed, needlessly, that \( A \) is a Banach algebra. A more general investigation would start with any complex algebra \( A \) having an involution and a positive functional \( \varphi \) on \( A \). The Schwarz inequality for \( \varphi \) implies that \( \varphi(xaa^*x^*) = 0 \) whenever \( \varphi(xx^*) = 0 \) so that the set of \( x \) such that \( \varphi(xx^*) = 0 \) is a right ideal \( I \), and right multiplication by \( a \) becomes a linear operator \( U_a \) on the quotient space \( A/I \). The condition that \( U_a \) be bounded with respect to the \( \varphi \) scalar product is clearly that there exist a constant \( k_a \) such that \( \varphi(xaa^*x^*) \leq k_a\varphi(xx^*) \) for every \( x \in A \), and in this case \( U_a \) can be uniquely extended to a bounded operator on the Hilbert space \( H_\varphi \) which is the completion of \( A/I \) with respect to the \( \varphi \) norm. If \( U_a \) is bounded for every \( a \), then \( \varphi \) is said to be unitary; the mapping \( a \rightarrow U_a \) is then easily seen to be a \(*\)-representation of \( A \) (see [20]). This is the only new concept needed in the commutative theory to formulate more abstract Bochner and Plancherel theo-
The passage to the space $\Delta$ of complex-valued homomorphisms of $A$ is now accomplished by noting that since the mapping $a \to U_a$ is a $*$-representation of $A$, the maximal ideal space $\mathfrak{m}_\varphi$ of the algebra of operators $U_a$ is thus identifiable with a closed subset of $\Delta$. The Bochner and Plancherel theorems are now confined to this subset $\mathfrak{m}_\varphi$, which consists only of self-adjoint ideals and therefore renders unnecessary the assumption, made above, that $x^{**} = x^{\sim}$ on the whole of $\Delta$. Even when $A$ is a Banach algebra this last point is of some interest; it is easy to prove by characteristic juggling starting with the Schwarz inequality that a continuous functional is automatically unitary, and the hypothesis that $x^{**} = x^{\sim}$ can therefore be dropped from both of our theorems.

§ 27. $H^*$-Algebras

The preceding sections of this chapter will find their applications mainly in the theory of locally compact Abelian groups. In this section we give the very special analysis which is possible in the $H^*$-algebras of Ambrose [1], and which includes the theory of the $L^2$ group algebra of a compact group as a special case. An $H^*$-algebra is a Banach algebra $H$ which is also a Hilbert space under the same norm, and which has an involution satisfying (1)–(4) of § 26 and the crucial connecting property

$$(xy, z) = (y, x^*z).$$

It is also assumed that $||x^*|| = ||x||$ and that $x^*x \neq 0$ if $x \neq 0$. It follows that involution is conjugate unitary ($(x^*, y^*) = (y, x^*)$) and hence that $(xy, z) = (x, zy^*)$.

The structure which can be determined for such an algebra is as follows. $H$ can be expressed in a unique way as the direct sum of its (mutually orthogonal) minimal closed two-sided ideals. A minimal closed two-sided ideal can be expressed (but not uniquely) as a direct sum of orthogonal minimal left (or right) ideals, each of which contains a generating idempotent. It follows that a minimal closed two-sided ideal is isomorphic to a full matrix algebra (possibly infinite dimensional) over the complex
number field, and operates as such an algebra under left multiplication on any of its minimal left ideals.

27A. We begin with some lemmas about idempotents and left ideals.

Lemma 1. Let \( x \) be a self-adjoint element of \( H \) whose norm as a left multiplication operator is 1. Then the sequence \( x^{2n} \) converges to a non-zero self-adjoint idempotent.

Proof. Let \( \| y \| \) be the operator norm of \( y : \| y \| = \text{lub} \{ | yz | / | z | \} \). Since \( \| yz \| \leq \| y \| \| z \| \), we have \( \| y \| \leq \| y \| \). By hypothesis \( x \) is a self-adjoint element such that \( \| x \| = 1 \). Then \( \| x^n \| = 1 \) (see 11B) and hence \( \| x^n \| \geq 1 \) for all \( n \). If \( m > n \) and both are even, then

\[
\begin{align*}
(x^m, x^n) & \leq \| x^m - x^n \|(x^n, x^n) = (x^n, x^n) \\
(x^m, x^m) & \leq \| x^p \| (x^{n+p}, x^{n+p}) = (x^m, x^n)
\end{align*}
\]

where \( 2p = m - n \). Thus \( 1 \leq (x^m, x^m) \leq (x^m, x^n) \leq (x^n, x^n) \leq \cdots \leq (x^2, x^2) \) and \( (x^m, x^n) \) has a limit \( l \geq 1 \) as \( m, n \to \infty \) through even integers. Hence \( \lim \| x^m - x^n \|^2 = \lim (x^m - x^n, x^m - x^n) = 0 \), as is seen on expanding, and \( x^n \) converges to a self-adjoint element \( e \) with \( \| e \| \geq 1 \). Since \( x^{2n} \) converges both to \( e \) and to \( e^2 \), it follows that \( e \) is idempotent.

Corollary. Any left ideal \( I \) contains a non-zero self-adjoint idempotent.

Proof. If \( 0 \neq y \in I \), then \( y^*y \) is a non-zero self-adjoint element of \( I \) and the \( x \) of the lemma can be taken as a suitable scalar multiple of \( y^*y \). Then \( e = \lim x^{2n} = \lim x^{2n}x^2 = ex^2 \subset I \), q.e.d.

27B. It is clear, conversely, that the set \( He \) of left multiples of an idempotent is a closed left ideal. An idempotent \( e \) is said to be reducible if it can be expressed as a sum \( e = e_1 + e_2 \) of non-zero idempotents which annihilate each other; \( e_1e_2 = e_2e_1 = 0 \). If \( e \) is self-adjoint, we shall require \( e_1 \) and \( e_2 \) also to be self-adjoint, and then the annihilation condition is equivalent to orthogonality:

\[
0 = (e_1, e_2) = (e_1^2, e_2^2) = (e_1e_2, e_1e_2) \iff e_1e_2 = 0.
\]

Since then \( \| e \|^2 = \| e_1 \|^2 + \| e_2 \|^2 \) and since the norm of any non-zero
idempotent is at least one, we see that a self-adjoint idempotent can be reduced only a finite number of times, and hence can always be expressed as a finite sum of irreducible self-adjoint idempotents.

**Lemma.** I is a minimal left ideal if and only if it is of the form \( I = He \), where \( e \) is an irreducible self-adjoint idempotent.

**Proof.** If \( e \in I \) and \( e = e_1 + e_2 \) is a reduction of \( e \), then \( He_1 \) and \( He_2 \) are orthogonal left sub-ideals of \( I \) and \( I \) is not minimal. Thus if \( I \) is minimal, then every self-adjoint idempotent in \( I \) is irreducible. Since \( He \) is a sub-ideal, it also follows that \( I = He \).

Now suppose that \( I = He \) where \( e \) is irreducible. If \( I_1 \) is a proper sub-ideal of \( I \) and \( h \) is a self-adjoint idempotent in \( I_1 \), then \( e_1 = eh = ehe \) is a self-adjoint idempotent in \( I_1 \) which commutes with \( e \), and \( e = e_1 + e_2 \) (\( e_2 = e - e_1 \)) is a reduction of \( e \), a contradiction. (Notice that \( e_1 \neq 0 \) since \( he_1 = heh = h^2 = h \neq 0 \), and \( e_1 \neq e \) since \( He_1 \subset I_1 \neq He \).) Therefore, \( I \) is minimal.

We remark that every minimal left ideal is closed (since it is of the form \( He \)).

**Corollary.** \( H \) is spanned by its minimal (closed) left ideals.

**Proof.** Let \( M \) be the subspace spanned by the minimal left ideals of \( H \). If \( M \neq H \), then \( M \) is a proper closed left ideal, \( M^\perp \) is a non-zero closed left ideal, \( M^\perp \) contains a non-zero irreducible self-adjoint idempotent, and so \( M^\perp \) includes a minimal left ideal, a contradiction.

*Remark:* If \( x \in H \) and \( e \) is a self-adjoint idempotent, then \( xe \) is the projection of \( x \) on \( He \), for \( (x - xe, he) = ((x - xe)e, h) = (0, h) = 0 \) so that \( (x - xe) \perp He \).

**27C. Theorem.** Every minimal left ideal generates a minimal two-sided ideal. The minimal two-sided ideals are mutually orthogonal, and \( H \) is the direct sum of their closures.

**Proof.** Let \( I = He \) be a minimal left ideal with generating self-adjoint idempotent \( e \), and let \( N \) be the two-sided ideal generated by \( I \). That is, \( N \) is the subspace generated by \( IH = HeH \). We first observe that \( N^* = N \), for \((HeH)^* = HeH \). Now sup-
pose that $N_1$ is an ideal included in $N$. Since $N_1I \subset N_1 \cap I$ and $I$ is minimal, we have either that $I \subset N_1$, in which case $N_1 = N$, or else $N_1I = 0$. In the latter case $N_1(IH) = N_1N = 0$ and $N_1N_1^* \subset N_1N = 0$, so that $N_1 = 0$. Thus $N$ has no proper subideals and is a minimal ideal.

It follows that $N^2 = N$, for $N^2 \subset N$ and $N^2 = NN^* \neq 0$. Now let $N_1$ and $N_2$ be distinct minimal ideals. Then $N_1N_2 = N_2N_1 = 0$, for $N_1N_2 \subset N_1 \cap N_2$ and hence either $N_1 = N_1 \cap N_2 = N_2$ or $N_1N_2 = 0$. It follows that, if $x, y \in N_1$ and $z \in N_2$, then $(x\gamma, z) = (y, x^*z) = 0$, so that $N_1 = N_1^2 \perp N_2$. Thus distinct minimal ideals are orthogonal.

Since the minimal left ideals span $H$ and every minimal left ideal is included in a minimal two-sided ideal, it follows that $H$ is the direct sum of the closures of its minimal two-sided ideals, i.e., the direct sum of its minimal closed two-sided ideals.

**Corollary.** Every closed two-sided ideal $I$ is the direct sum of the minimal closed two-sided ideals which are included in $I$.

**Proof.** Every minimal two-sided ideal is either included in $I$ or orthogonal to $I$, and the corollary follows from the fact that the minimal ideals generate $H$, and so generate $I$.

**Remark:** Since the orthogonal complement of an ideal is a closed ideal, and the orthogonal complement of a minimal ideal is a maximal ideal, it follows from the Corollary that every closed two-sided ideal is the intersection of the maximal ideals including it.

27D. We come now to the analysis of a single minimal closed two-sided ideal $N$.

**Lemma 1.** If $I = He$ is a minimal (closed) left ideal with generating idempotent $e$, then $eHe$ is isomorphic to the complex number field.

**Proof.** This is a classical proof from the Wedderburn structure theory. If $0 \neq x \in He$, then $0 \neq Hx \subset He$, and therefore $Hx = He$ since $He$ is minimal. Hence there exists $b \in H$ such that $bx = e$. If $x \in eHe$, so that $x = exe$, then $(ebe)(exe) = ebx = e$. Thus $eHe$ is an algebra with an identity in which every non-zero element has a left inverse. Therefore, every such element has an inverse, as in elementary group theory.
Thus $eHe$ is a normed division algebra and hence is isomorphic to the complex number field by 22F. This means, of course, that every element of $eHe$ is of the form $\lambda e$.

**Lemma 2.** The following conditions are equivalent.

(a) $\{e_\alpha\}$ is a maximal collection of mutually orthogonal irreducible self-adjoint idempotents in $N$;

(b) $\{He_\alpha\}$ is a collection of mutually orthogonal minimal left ideals spanning $N$;

(c) $\{e_\alpha H\}$ is a collection of mutually orthogonal minimal right ideals spanning $N$.

**Proof.** The equivalence of (a) and (b) follows from the fact that $He_\alpha \perp He_\beta$ if and only if $e_\alpha \perp e_\beta$, and 27B. Similarly for (a) and (c). The existence of such a maximal collection is guaranteed by Zorn's lemma.

27B. Given $\{e_\alpha\}$ and $N$ as above, we choose a fixed $e_1$ and consider any other $e_\alpha$. Since $He_\alpha H$ generates $N$, $e_1He_\alpha He_1 \neq 0$ and hence $e_1He_\alpha \neq 0$. If $e_{1\alpha}$ is one of its non-zero elements, then $e_{1\alpha}e_{1\alpha}^*$ is in $e_1He_1$ and $e_{1\alpha}$ can be adjusted by a scalar multiple so that $e_{1\alpha}e_{1\alpha}^* = e_1$. Then $e_{1\alpha}^* \subset (e_1He_\alpha)^* = e_\alpha He_1$, and $e_{1\alpha}^*e_{1\alpha}$ can be checked to be an idempotent in the field $e_\alpha He_\alpha$ and hence equal to $e_\alpha$. We define $e_{1\alpha} = e_{1\alpha}^*$ and $e_{\alpha\beta} = e_{\alpha1e_{1\beta}}$. The formulas

$$e_{\alpha\beta}e_{\gamma\delta} = e_{\alpha\delta} \quad \text{if } \beta = \gamma$$

$$= 0 \quad \text{if } \beta \neq \gamma$$

$$e_{\alpha\beta} = e_{\beta\alpha}^*, \quad e_{\alpha\alpha} = e_{\alpha}$$

$$(e_{\alpha\beta}, e_{\gamma\delta}) = 0 \text{ unless } \alpha = \gamma \text{ and } \beta = \delta$$

$$(e_{\alpha\beta}, e_{\alpha\delta}) = (e_1, e_1)$$

follow immediately from the definitions. Thus $(e_{\alpha\beta}, e_{\gamma\delta}) = (e_{\alpha1e_{1\beta}}, e_{\gamma1e_{1\delta}}) = (e_{1\beta}e_{\delta1}, e_{1\alpha}e_{\gamma1}) = 0$ unless $\beta = \delta$ and $\alpha = \gamma$, in which case it equals $(e_1, e_1)$.

The set $e_\alpha He_\beta$ is a one-dimensional space consisting of the scalar multiples of $e_{\alpha\beta}$, for, given any $x \in H$, $e_\alpha xe_{\beta\alpha} \subset e_\alpha He_\alpha \Rightarrow e_\alpha xe_{\beta\alpha} = ce_{\alpha}$ for some $c \Rightarrow e_\alpha xe_{\beta} = ce_{\alpha\beta}$.

We know that $ye_\beta$ is the projection of $y$ on $He_\beta$, and $e_\alpha y$ that of $y$ on $e_\alpha H$, for any $y \in H$. Therefore, if $x \in N$ we have $x =$
The algebra \( N \) is isomorphic to the algebra of all complex matrices \( \{ c_{\alpha \beta} \} \) such that \( \sum_{\alpha, \beta} |c_{\alpha \beta}|^2 < \infty \), under the correspondence \( x \leftrightarrow \{ c_{\alpha \beta} \} \) where \( x = \sum_{\alpha, \beta} c_{\alpha \beta} e_{\alpha \beta} \) and \( c_{\alpha \beta} = \langle x, e_{\alpha \beta} \rangle / ||e_{\alpha \beta}||^2 \).

The following theorem is implicit in the above analysis.

**Theorem.** Two minimal left ideals of \( H \) are (operator) isomorphic if and only if they are included in the same minimal closed two-sided ideal \( N \).

**Proof.** Let \( I_1 \) and \( I_2 \) be the two ideals, with self-adjoint generating idempotents \( e_1 \) and \( e_2 \) and suppose that \( I_1 \) and \( I_2 \) are both included in \( N \). If \( I_1 \) and \( I_2 \) are not orthogonal, then the mapping \( x \rightarrow xe_1 \) maps \( I_2 \) into a non-zero subideal of \( I_1 \), and since \( I_1 \) and \( I_2 \) are minimal the mapping is an isomorphism and onto. The fact that such a mapping is an operator isomorphism is due merely to the associative law: \( y(xe_1) = (yx)e_1 \). If \( I_1 \) and \( I_2 \) are perpendicular then they can be extended to a maximal collection of orthogonal minimal ideals as in the above theorem and then the mapping \( x \rightarrow xe_{21} \) furnishes the required isomorphism.

Conversely, if \( I_1 \) and \( I_2 \) are included in orthogonal minimal two-sided ideals \( N_1 \) and \( N_2 \), then they cannot be operator isomorphic since \( N_1(I_2) = 0 \), whereas \( N_1(I_1) = I_1 \).

**27F. Theorem.** The following statements are equivalent:
(a) The minimal closed two-sided ideal \( N \) is finite dimensional.
(b) \( N \) contains an identity, as a subalgebra of \( H \).
(c) \( N \) contains a non-zero central element.

**Proof.** If \( N \) is finite dimensional, then the finite sum \( e = \sum_{\alpha} e_\alpha \) is a self-adjoint idempotent such that, for every \( x \in N \), \( x = \sum_{\alpha} xe_\alpha = xe \) and \( x = \sum_{\alpha} e_\alpha x = ex \). Thus \( e \) is an identity for \( N \).
For any \( x \in H \) we have \( xe = e(xe) = (ex)e = ex \), so that \( e \) is an element of the center of \( H \). Thus (a) \( \Rightarrow \) (b) and (c). If \( e \) is an identity for \( N \), then \( e_a = ee_a \) is the projection of \( e \) on \( He_a \) and so \( e = \sum e_a \). Since the elements \( e_a \) all have the same norm, this sum must be finite and \( N \) is finite dimensional. Finally, suppose that \( N \) contains a non-zero central element \( x \). Since \( xe_a = (xe_a)e_a = e_axe_a \), the projection of \( x \) on \( He_a \) is of the form \( c_a e_a \) for some constant \( c_a \), and \( x = \sum c_a e_a \). Then \( c_\beta e_\beta = xe_\beta = e_\beta x = c_\beta e_\beta \), so that \( c_\beta = c_\beta \) and the coefficients \( c_a \) are all equal. Thus again the sum must be finite and \( N \) is finite dimensional. Also we have seen that any central element of \( N \) is of the form \( c e \) where \( c \) is the common value of the coefficients \( c_a \).

Now let \( \{ N_a \} \) be the set of minimal closed two-sided ideals of \( H \). Then every \( x \in H \) has a unique expansion \( x = \sum x_a \), where \( x_a \) is the projection of \( x \) on \( N_a \). It is clear that \( (xy)_a = x_a y = x_a y_a \), and it follows in particular that \( x_a \) is central if \( x \) is central: \( x_a y = (xy)_a = (yx)_a = yx_a \). Therefore, given \( \alpha \), either \( x_a = 0 \) for every central element \( x \) or else \( N_a \) has an identity \( e_a \). We thus have the following corollary.

**Corollary.** If \( H_0 \) is the subspace of \( H \) which is the direct sum of its finite dimensional minimal ideals, then every central element \( x \) is in \( H_0 \) and has an expansion of the form \( x = \sum c_a e_a \), where \( c_a \) is a scalar and \( e_a \) is the identity of \( N_a \). \( H_0 \) is the closed two-sided ideal generated by the central elements of \( H \).

**27G.** If \( H \) is commutative, then every element is central and the minimal ideals \( N_a \) are all one-dimensional, each consisting of the scalar multiples of its identity \( e_a \). The minimal ideals \( N_a \) are the orthogonal complements of the maximal ideals \( M_a \), and the homomorphism \( x \to \hat{x}(M_a) \) is given by \( \hat{x}(M_a) = (x, e_a) / || e_a ||^2 \). That is, \( \hat{x}(M_a) \) is simply the coefficient of \( x \) in its expansion with respect to the orthogonal basis \( \{ e_a \} \). This follows from the fact that the isomorphism between \( H/M_a \) and the complex number field is given by \( H/M_a \cong N_a = \{ ce_a \} \), and \( ce_a \leftrightarrow c \).

The continuous function \( \hat{e}_\beta \) thus has the value 1 at \( M_\beta \) and is otherwise zero, so that the space \( \mathcal{M} \) of maximal ideals has the discrete topology.
Chapter VI

THE HAAR INTEGRAL

In this chapter we shall prove that there exists on any locally compact group a unique left invariant integral (or measure) called the Haar integral. For the additive group $\mathbb{R}$ of real numbers, the group $\mathbb{R}/I$ of the reals modulo 1 and the Cartesian product $\mathbb{R}^n$ (Euclidean $n$-space) this is the ordinary Lebesgue integral. For any discrete group, e.g., the group $I$ of the integers, the Haar measure attaches to each point the measure 1. In the case of an infinite Cartesian product of unit intervals (groups $\mathbb{R}/I$) it is the so-called toroidal measure of Jessen. In each of these cases Haar measure is the obvious measure already associated with the given space in terms of its known structure. However, in the case of matrix groups it is not so clear what the measure is in terms of structural considerations. And in more complicated groups the reverse situation has held—the invariant measure has been used as an aid in discovering structure, rather than the structure giving rise to the measure. A general non-structural proof of the existence of an invariant measure is therefore of the utmost importance. The first such proof, and the model for all later proofs, was given by Haar in 1933 [22].

The first three sections center around the Haar integral, § 28 developing the necessary elementary topological properties of groups, § 29 giving the existence and uniqueness proofs, and § 30 treating the modular function. The group algebra and some elementary theorems on representations are discussed in § 31 and § 32, and the chapter closes with the theory of invariant measures on quotient spaces in § 33.
§28. THE TOPOLOGY OF LOCALLY COMPACT GROUPS

A topological group is a group $G$ together with a topology on $G$ under which the group operations are continuous. Any group is a topological group under the discrete topology, and in fact is locally compact. The special groups $R$, $R/I$, $R^n$, $(R/I)^{\infty}$ mentioned in the introduction above are all locally compact Abelian topological groups; the second and fourth are compact. A simple example of a non-Abelian locally compact group is the group of all linear transformations $y = ax + b$ of the straight line into itself such that $a > 0$, the topology being the ordinary topology of the Cartesian half-plane of number pairs $(a, b)$ such that $a > 0$. More generally any group of $n \times n$ matrices which is closed as a subset of Euclidean $n^2$-dimensional space is a locally compact group which is usually not Abelian. Groups such as these are interesting to us because, being locally compact, they carry invariant measures by the general theorem of §29 and therefore form natural domains for general harmonic analysis. Of course, there are large classes of topological groups which are not locally compact and which are of great importance in other fields of mathematics.

In this section we develop the minimum amount of topological material necessary for integration theory.

28A. We start with some simple immediate consequences of the definition of a topological group.

1) If $a$ is fixed, the mapping $x \rightarrow ax$ is a homeomorphism of $G$ onto itself, taking the part of $G$ around the identity $e$ into the part around $a$. If $V$ is any neighborhood of $e$, then $aV$ is a neighborhood of $a$, and if $U$ is any neighborhood of $a$, then $a^{-1}U$ is a neighborhood of $e$. Thus $G$ is "homogeneous" in the sense that its topology around any point is the same as around any other point. The mapping $x \rightarrow xa$ is another homeomorphism taking $e$ into $a$. The inverse mapping $x \rightarrow x^{-1}$ is also a homeomorphism of $G$ onto itself.

2) Every neighborhood $U$ of $e$ includes a symmetric neighborhood $W$ of $e$, that is, one such that $W = W^{-1}$. In fact $W = U \cap U^{-1}$ has this property. Similarly if $f$ is continuous and vanishes off $W$, then $g(x) = f(x) + f(x^{-1})$ is symmetric ($g(x) =$
g(x⁻¹)) and vanishes off W, while h(x) = f(x) + f(x⁻¹) is Hermitian symmetric (h(x) = h(x⁻¹)).

3) Every neighborhood U of e includes a neighborhood V of e such that V² = V ⋅ V ⊂ U, for the inverse image of the open set U under the continuous function xy is an open set in G × G containing (e, e), and hence must include a set of the form V × V. Similarly, by taking V symmetric, or by considering the continuous functions xy⁻¹ and x⁻¹y, we can find V such that VV⁻¹ ⊂ U or such that V⁻¹V ⊂ U.

We notice that V⁻¹V ⊂ U if and only if aV ⊂ U whenever e ∈ aV.

4) The product of two compact sets is compact. For if A and B are compact, then A × B is compact in G × G, and with this set as domain, the range of the continuous function xy is AB, which is therefore compact (see 2H).

5) If A is any subset of G, then $\mathcal{A} = \bigcap_v AV$, the intersection being taken over all neighborhoods V of the identity e. For if $y \in \mathcal{A}$ and V is given, then $yV^{-1}$ is an open set containing y and so contains a point $x \in A$. Thus $y \in xV \subset AV$, proving that $\mathcal{A} \subset AV$ for every such V, and hence that $\mathcal{A} \subset \bigcap_v AV$. Conversely, if $y \in \bigcap_v AV$, then $yV^{-1}$ intersects A for every V and $y \in \mathcal{A}$. Thus $\bigcap_v AV = \mathcal{A}$.

6) If V is a symmetric compact neighborhood of e, then $V^n$ is compact for every n and the subgroup $V^\infty = \lim_{n \to \infty} V^n$ is thus $\sigma$-compact (a countable union of compact sets). It is clearly an open set, since $y \in V^\infty$ implies $yV \subset V^\infty V = V^\infty$, and since $V^\infty V = V^\infty$ it is also closed. The left cosets of $V^\infty$ are all open-closed sets, so that G is a (perhaps uncountable) union of disjoint $\sigma$-compact open-closed sets. This remark is important because it ensures that no pathology can arise in the measure theory of a locally compact group (see 15D).

28B. Theorem. If $f \in L$ (the algebra of continuous functions with compact support), then $f$ is left (and right) uniformly continuous. That is, given $\epsilon$, there exists a neighborhood V of the identity e such that $s \in V$ implies that $| f(sx) - f(x) | < \epsilon$ for all x, or, equivalently, such that $xy^{-1} \in V$ implies that $| f(x) - f(y) | < \epsilon$ for all x and y.
Proof. Choose a compact set $C$ such that $f \in L_C$ (i.e., such that $f = 0$ off $C$) and a symmetric compact neighborhood $U$ of the identity. By 5F the set $W$ of points $s$ such that $|f(sx) - f(x)| < \varepsilon$ for every $x \in UC$ is open, and it clearly contains the identity $s = e$. If $s \subseteq U$, then $f(sx)$ and $f(x)$ both vanish outside of $UC$. Therefore if $s \in V = W \cap U$, then $|f(sx) - f(x)| < \varepsilon$ for every $x$, q.e.d.

Given a function $f$ on $G$ we define the functions $f_s$ and $f^s$ by the equations $f_s(x) = f(sx), f^s(x) = f(xs^{-1})$. They can be thought of as left and right translates of $f$. The choice of $s$ in one definition and $s^{-1}$ in the other is necessary if we desire the associative laws $f_{st} = (f_s)_t, f^{st} = (f^s)^t$. (For other reasons $f_s$ is often defined by $f_s(x) = f(s^{-1}x)$.)

Corollary. If $f \in L, 1 \leq p \leq \infty$ and $I$ is an integral on $L$, then $f_s$ and $f^s$, as elements of $L^p(I)$, are continuous functions of $s$.

Proof. The case $p = \infty$ is simply the uniform continuity of $f$, for we saw above that $\|f_s - f\|_\infty < \varepsilon$ whenever $s \in V$. Using this same $V$ and choosing $C$ so that $f \in L_C$, let $B$ be a bound for $I$ (see 16C) on the compact set $\overline{UC}$. Then $\|f_s - f\|_p = I(\|f_s - f\|^p)^{1/p} \leq B^{1/p}\|f_s - f\|_\infty < B^{1/p}\varepsilon$ if $s \in V$, proving the continuity of $f_s$ in $L^p$. Similarly for $f^s$.

28C. Quotient spaces. If $S$ is any class and $\Pi$ is a partition of $S$ into a family of disjoint subclasses (equivalence classes), then the quotient space $S/\Pi$, or the fibering of $S$ by $\Pi$, is obtained by considering each equivalence class as a single point. If $S$ is a topological space, there are two natural requirements that can be laid down for a related topology on $S/\Pi$. The first is that the natural mapping $\alpha$ of $S$ onto $S/\Pi$, in which each point of $S$ maps into the equivalence class containing it, be continuous. Thus a subset $A$ of $S/\Pi$ should not be taken as an open set unless $\alpha^{-1}(A)$ is open in $S$. The second requirement is that, if $f$ is any continuous function on $S$ which is constant on each equivalence class of $\Pi$, then the related function $F$ on $S/\Pi$ defined by $F(\alpha(x)) = f(x)$ should be continuous on $S/\Pi$. In order to realize this second requirement the topology for $S/\Pi$ is made as strong (large) as possible subject to the first requirement: a subset $A$ of $S/\Pi$ is defined to be open if and only if $\alpha^{-1}(A)$ is an
open subset of S. Then the mapping \( \alpha \) is continuous, by definition. Moreover, if \( f \) is continuous on \( S \) and constant on the sets of \( \Pi \), then \( \alpha^{-1}(F^{-1}(U)) = f^{-1}(U) \) is open whenever \( U \) is open. Therefore, \( F^{-1}(U) \) is open whenever \( U \) is open and the related function \( F \) is continuous.

Clearly a subset \( B \) of \( S/\Pi \) is closed if and only if \( \alpha^{-1}(B) \) is closed in \( S \). In particular, if each equivalence class of \( \Pi \) is a closed subset of \( S \), then each point of \( S/\Pi \) is a closed set in \( S/\Pi \), and \( S/\Pi \) is what is called a \( T_1 \)-space.

These considerations apply in particular to the quotient space of left cosets of a subgroup \( H \) in a topological group \( G \). Moreover, such fiberings \( G/H \) have further properties which do not hold in general. Thus:

**Theorem.** If \( H \) is a subgroup of a topological group \( G \), then the natural mapping \( \alpha \) of \( G \) onto the left coset space \( G/H \) is an open mapping, that is, \( \alpha(A) \) is open if \( A \) is open.

**Proof.** Suppose that \( A \) is open. We have \( \alpha^{-1}(\alpha(A)) = \alpha(A) = \bigcup \{A \alpha(x) : x \in H\} \), which is a union of open sets and therefore open. But then \( \alpha(A) \) is open by definition of the topology in \( G/H \), q.e.d.

**Corollary 1.** If \( G \) is locally compact, then \( G/H \) is locally compact, for any subgroup \( H \).

**Proof.** If \( C \) is a compact subset of \( G \), then \( \alpha(C) \) is a compact subset of \( G/H \) (since \( \alpha \) is a continuous mapping—see 2H). If \( x \in \text{interior} (C) \), then the above theorem implies that \( \alpha(x) \in \text{interior} (\alpha(C)) \). Thus compact neighborhoods map into compact neighborhoods, proving the corollary.

**Corollary 2.** If \( G \) is locally compact and \( B \) is a compact closed subset of \( G/H \), then there exists a compact set \( A \subset G \) such that \( B = \alpha(A) \).

**Proof.** Let \( C \) be a compact neighborhood of the identity in \( G \) and choose points \( x_1, \ldots, x_n \) such that \( B \subset \bigcup_1^n \alpha(x_iC) = \alpha(\bigcup_1^n x_iC) \). Then \( \alpha^{-1}(B) \cap (\bigcup_1^n x_iC) \) is a compact subset of \( G \), and its image under \( \alpha \) is \( B \) since it is simply the set of points in \( \bigcup_1^n x_iC \) which map into \( B \).
28D. We now show that for the purposes of integration theory a topological group can be assumed to be a Hausdorff space.

**Theorem.** A topological group $G$ has a minimal closed normal subgroup, and hence a maximal quotient group which is a $T_1$-space.

**Proof.** Let $H$ be the smallest closed set containing the identity. We show that $H$ is a subgroup. For if $y \in H$, then $e \in Hy^{-1}$ and so $H \subseteq Hy^{-1}$ ($H$ being the smallest closed set containing $e$). Thus if $x, y \in H$, then $x \in Hy^{-1}$ and $xy \in H$. Since $H^{-1}$ is closed, it follows similarly that $H \subseteq H^{-1}$. Thus $H$ is closed under multiplication and taking inverses; that is, $H$ is a subgroup.

Moreover, $H$ is normal, for $H \subseteq xHx^{-1}$ for every $x$ and consequently $x^{-1}Hx \subseteq H$ for every $x$, so that $H = xHx^{-1}$ for every $x$.

Since $H$ is the smallest subgroup of $G$ which is closed, $G/H$ is the largest quotient group of $G$ which has a $T_1$ topology.

**Lemma.** A topological group which is a $T_1$-space is a Hausdorff space.

**Proof.** If $x \neq y$, let $U$ be the open set which is the complement of the point $xy^{-1}$ and choose a symmetric neighborhood $V$ of the identity so that $V^2 \subseteq U$. Then $V$ does not intersect $Vxy^{-1}$ and $Vy$ and $Vx$ are therefore disjoint open sets containing $y$ and $x$ respectively.

Every continuous function on a topological group $G$ is constant on all the cosets of the minimal closed subgroup $H$. It follows that the same is true for all Baire functions. Thus the continuous functions and Baire functions on $G$ are, essentially, just those on $G/H$, so that from the point of view of integration theory we may replace $G$ by $G/H$, or, equivalently, we may assume that $G$ is a Hausdorff space. For simplicity this property will be assumed for all groups from now on, although many results (for example, those of the next three numbers) will not depend on it.

§ 29. THE HAAR INTEGRAL

We shall follow Weil [48] in our proof of the existence of Haar measure and then give a new proof of its uniqueness. This procedure suffers from the defect that the axiom of choice is invoked
in the existence proof, here in the guise of choosing a point in a Cartesian product space, and then is demonstrated to be theoretically unnecessary when the chosen functional is found to be unique. There are proofs which avoid this difficulty by simultaneously demonstrating existence and uniqueness (see [7] and [33]), but they are more complicated and less intuitive, and we have chosen to sacrifice the greater elegance of such a proof for the simplicity of the traditional method.

29A. If \( f \) and \( g \) are non-zero functions of \( L^+ \), then there exist positive constants \( c_i \) and points \( s_i, i = 1, \ldots, n \), such that

\[
f(x) \leq \sum c_i g(s_i x).
\]

For example, if \( m_f \) and \( m_g \) are the maximum values of \( f \) and \( g \) respectively, then the \( c_i \) can all be taken equal to any number greater than \( m_f/m_g \). The Haar covering function \( (f; g) \) is defined as the greatest lower bound of the set of all sums \( \sum c_i \) of coefficients of such linear combinations of translates of \( g \).

The number \( (f; g) \) is evidently a rough measure of the size of \( f \) relative to \( g \), and the properties listed below, which depend directly upon its definition, show that if \( g \) is fixed it behaves somewhat like an invariant integral.

1. \( (f_1; g) = (f; g) \).
2. \( (f_1 + f_2; g) \leq (f_1; g) + (f_2; g) \).
3. \( (cf; g) = c(f; g) \) where \( c > 0 \).
4. \( f_1 \leq f_2 \Rightarrow (f_1; g) \leq (f_2; g) \).
5. \( (f; h) \leq (f; g)(g; h) \).
6. \( (f; g) \geq m_f/m_g \).

In order to see (6) we choose \( x \) so that \( f(x) = m_f \), and then have \( m_f \leq \sum c_i g(s_i x) \leq (\sum c_i) m_g \), so that \( (\sum c_i) \geq m_f/m_g \). (5) follows from the remark that, if \( f(x) \leq \sum c_i g(s_i x) \) and \( g(x) \leq \sum d_j h(t_j x) \), then \( f(x) \leq \sum c_i d_j h(t_j s_i x) \). Thus \( (f; h) \leq \text{glb} \sum c_i d_j = (\text{glb} \sum c_i) (\text{glb} \sum d_j) = (f; g)(g; h) \). The other properties are obvious.

29B. In order to make \( (f; g) \) a more accurate estimate of relative size, it is necessary to take \( g \) with smaller and smaller sup-
port, and then, in order that the result be an absolute estimate of
the size of \( f \), we must take a ratio. We accordingly fix \( f_0 \in L^+ \)
\((f_0 \neq 0)\) for once and for all, and define \( I_\varphi(f) \) as \((f; \varphi)/(f_0; \varphi)\). It follows from (5) that

\[
1/(f_0; f) \leq I_\varphi(f) \leq (f; f_0)
\]

so that \( I_\varphi f \) is bounded above and below independently of \( \varphi \). Also, it follows from (1), (2) and (3) that \( I_\varphi \) is left invariant, sub-
additive and homogeneous. We now show that, for small \( \varphi \), \( I_\varphi \)
is nearly additive.

**Lemma.** Given \( f_1 \) and \( f_2 \) in \( L^+ \) and \( \epsilon > 0 \), there exists a neighbor-
hood \( V \) of the identity such that

\[
I_\varphi f_1 + I_\varphi f_2 \leq I_\varphi(f_1 + f_2) + \epsilon
\]

for all \( \varphi \in L^+V \).

**Proof.** Choose \( f' \in L^+ \) such that \( f' = 1 \) on the set where \( f_1 + f_2 > 0 \). Let \( \delta \) and \( \epsilon' \) for the moment be arbitrary and set \( f = f_1 + f_2 + \delta f' \), \( h_i = f_i/f, i = 1, 2 \). It is understood that \( h_i \)
is defined to be zero where \( f = 0 \) and it is clear that \( h_i \in L^+ \). Choose \( V \) such that \(| h_i(x) - h_i(y) | < \epsilon' \) whenever \( x^{-1}y \in V \) (by 28B). If \( \varphi \in L^+V \) and \( f(x) \leq \sum c_j \varphi(s_jx) \), then \( \varphi(s_jx) \neq 0 \Rightarrow | h_i(x) - h_i(s_j^{-1}) | < \epsilon' \), and

\[
f_i(x) = f(x)h_i(x) \leq \sum_j c_j \varphi(s_jx)h_i(x)
\]

\[
\leq \sum_j c_j \varphi(s_jx)[h_i(s_j^{-1}) + \epsilon']
\]

\[
(f_i; \varphi) \leq \sum_j c_j[h_i(s_j^{-1}) + \epsilon']
\]

\[
(f_1; \varphi) + (f_2; \varphi) \leq \sum c_j[1 + 2\epsilon']
\]

Since \( \sum c_j \) approximates \((f; \varphi)\), we have

\[
I_\varphi f_1 + I_\varphi f_2 \leq I_\varphi f[1 + 2\epsilon'] \leq [I_\varphi(f_1 + f_2) + \delta I_\varphi(f')] [1 + 2\epsilon'].
\]

The lemma follows if \( \delta \) and \( \epsilon' \) are initially chosen so that

\[
2\epsilon'(f_1 + f_2; f_0) + \delta(1 + 2\epsilon')(f'; f_0) < \epsilon.
\]

29C. We have seen above that \( I_\varphi \) becomes more nearly an in-
variant integral the smaller \( \varphi \) is taken, and it remains only to take some kind of generalized limit with respect to \( \varphi \) to get the desired invariant integral.
Theorem. There exists a non-trivial non-negative left invariant integral on $L$.

Proof. For every non-zero $f \in L^+$ let $S_f$ be the closed interval $[1/(f_0; f), (f; f_0)]$, and let $S$ be the compact Hausdorff space $\prod_f S_f$ (the Cartesian product of the spaces $S_f$). For each non-zero $\varphi \in L^+$ the functional $I_\varphi$ is a point in $S$, its $f$ coordinate (its projection on $S_f$) being $I_\varphi f$. For each neighborhood $V$ of the identity in $G$, let $C_V$ be the closure in $S$ of the set $\{I_\varphi: \varphi \in L_V^+\}$. The compact sets $C_V$ have the finite intersection property since $C_{V_1} \cap \cdots \cap C_{V_n} = C_{(V_{1, n} \cdots n V_n)}$. Let $I$ be any point in the intersection of all the $C_V$. That is, given any $V$ and given $f_1, \ldots, f_n$ and $\epsilon > 0$, there exists $\varphi \in L_V^+$ such that $|I(f_i) - I_\varphi(f_i)| < \epsilon$, $i = 1, \ldots, n$. It follows from this approximation and 29B that $I$ is non-negative, left invariant, additive and homogeneous, and that $1/(f_0; f) \leq I(f) \leq (f; f_0)$. The extension of $I$ from $L^+$ to $L$, obtained by defining $I(f_1 - f_2)$ as $I(f_1) - I(f_2)$, is therefore a non-trivial left invariant integral, as desired.

The integral $I$ is extended to the class of non-negative Baire functions as in Chapter 3 and the whole machinery of Lebesgue theory is available, as set forth in that chapter. We emphasize only one fact: that a locally compact group is a union of disjoint open-closed $\sigma$-compact subsets (28A, 6) and therefore the difficulties which can plague non $\sigma$-finite measures do not arise here. For instance the proof that $(L^1)^* = L^\infty$ as sketched in 15D is available. (See also 13E.)

29D. Theorem. The above integral is unique to within a multiplicative constant.

Proof. Let $I$ and $J$ be two left invariant non-negative integrals over $L$ and let $f \in L^+$. We choose a compact set $C$ such that $f \in L^+_C$, an open set $U$ with compact closure such that $C \subset U$ and a function $f' \in L^+$ such that $f' = 1$ on $U$. Given $\epsilon$, we furthermore choose a symmetric neighborhood $V$ of the identity such that $\|f_y - f^z\|_\infty < \epsilon$ if $y, z \in V$, and such that $(CV \cup VC) \subset U$. The latter condition guarantees that $f(xy) = f(xy)f'(x)$ and $f(yx) = f(yx)f'(x)$ if $y \in V$, and together with the former implies that $|f(xy) - f(yx)| < \epsilon f'(x)$ for all $x$. Let
$h$ be any non-zero symmetric function in $L^+_v$. The above conditions, together with the Fubini theorem and the left invariance of $I$ and $J$, imply that

$$I(h)J(f) = I_y J_x h(y)f(x) = I_y J_x h(y)f(yx)$$
$$J(h)I(f) = I_y J_x h(x)f(y) = I_y J_x h(y^{-1}x)f(y)$$

$$= J_x I_y h(x^{-1}y)f(y) = J_x I_y h(y)f(xy)$$

$$| I(h)J(f) - J(h)I(f) | \leq I_y J_x |h(y)| |f(xy) - f(xy)|$$

$$\leq \epsilon I_y J_x h(y)f'(x) = \epsilon I(h)J(f').$$

Similarly, if $g \in L'$ and $h$ is symmetric and suitably restricted, then

$$| I(h)J(g) - J(h)I(g) | \leq \epsilon I(h)J(g'),$$

where $g'$ is fixed, and has the same relation to $g$ that $f'$ has to $f$. Thus

$$\left| \frac{J(f)}{I(f)} - \frac{J(g)}{I(g)} \right| \leq \epsilon \left| \frac{J(f')}{I(f)} + \frac{J(g')}{I(g)} \right|$$

and, since $\epsilon$ is arbitrary, the left member is zero and the ratios are equal. Thus if $g_0$ is fixed and $c = J(g_0)/I(g_0)$, then $J(f) = cI(f)$ for all $f \in L^+$, completing the proof of the theorem.

If $I$ is known to be right invariant as well as left invariant, as is the case, for instance, if $G$ is commutative, then the uniqueness proof is trivial. For if $f$ and $h \in L^+$ and $h^*(x) = h(x^{-1})$, then

$$J(h)I(f) = J_y I_x h(y)f(x) = J_y I_x h(y)f(xy) = I_x J_y h(y)f(xy)$$

$$= I_x J_y h(x^{-1}y)f(y) = J_y I_x h^*(y^{-1}x)f(y)$$

$$= J_y I_x h^*(x)f(y) = I(h^*)J(f),$$

so that $J(f) = cI(f)$ where $c = J(h)/I(h^*)$.

29E. Theorem. $G$ is compact if and only if $\mu(G) < \infty$ (the constant functions are summable).

Proof. If $G$ is compact, then $1 \in L$, and $\mu(G) = I(1) < \infty$. Conversely, if $G$ is not compact and if $V$ is a neighborhood of the identity with compact closure, then $G$ cannot be covered by a finite set of translates of $V$. Therefore we can choose a sequence
\{p_n\} of points in \(G\) such that \(p_n \in \bigcup_{i=1}^{n-1} p_i V\). Now let \(U\) be a symmetric neighborhood such that \(U^2 \subseteq V\). Then the open sets \(p_n U\) are all disjoint, for if \(m > n\) and \(p_n U \cap p_m U \neq \emptyset\), then \(p_m \in p_n U^2 \subseteq p_n V\), a contradiction. Since the common measure of the open sets \(p_n U\) is positive, it follows that the measure of \(G\) is infinite, and the constant functions are not summable, q.e.d.

If \(G\) is compact, Haar measure is customarily normalized so that \(\mu(G) = 1 \left( \int 1 \, d\mu = I(1) = 1 \right)\).

§ 30. THE MODULAR FUNCTION

30A. Left invariant Haar measure need not be also right invariant—in general \(I(f^t) \neq I(f)\). However, if \(t\) is fixed, \(I(f^t)\) is a left invariant integral, \(I(f s^t) = I(f^t s) = I(f^t)\), and because of the uniqueness of Haar measure there exists a positive constant \(\Delta(t)\) such that

\[ I(f^t) = \Delta(t) I(f). \]

The function \(\Delta(t)\) is called the modular function of \(G\); if \(\Delta(t) \equiv 1\), so that Haar measure is both left and right invariant, \(G\) is said to be unimodular.

Lemma. If \(G\) is Abelian or compact, then \(G\) is unimodular.

Proof. The Abelian case is trivial. If \(G\) is compact and if \(f \equiv 1\), then \(\Delta(s) = \Delta(s) I(f) = I(f s) = I(f)\), so that the compact case is also practically trivial.

We have already observed earlier that, if \(f \in L\), then \(I(f^t)\) is a continuous function of \(t\). Thus \(\Delta(t)\) is continuous. Also \(\Delta(st)I(f) = I((f^s)^t) = \Delta(t) I(f^s) = \Delta(s) \Delta(t) I(f)\). Thus \(\Delta(t)\) is a continuous homomorphism of \(G\) into the positive real numbers.

30B. As might be expected, Haar measure is not ordinarily inverse invariant, and the modular function again plays its adjusting role. We use the customary notation \(\int f(x) \, dx\) instead of \(I(f)\) below because of its greater flexibility in exhibiting the variable.
**Theorem.** \( \int f(x^{-1}) \Delta(x^{-1}) \, dx = \int f(x) \, dx. \)

Before starting the proof we define the function \( f^* \) by
\[
f^*(x) = \overline{f(x^{-1})} \Delta(x^{-1}).
\]

The complex conjugate is taken so that, at the appropriate moment, the mapping \( f \to f^* \) will be seen to be an involution. The formulas
\[
f^{**} = \Delta(s)f^*_s, \quad f^{**} = \Delta(s)f^{*}_s
\]
follow directly from the definition.

**Proof.** In proof of the theorem we first observe that the integral above, \( J(f) = I(f^*) \), is left invariant: \( J(f_s) = I(f^*_s) = \Delta(s^{-1})I(f^*-s) = I(f^*) = J(f) \). Therefore \( J(f) = cI(f) \). But now, given \( \epsilon \), we can choose a symmetric neighborhood \( V \) of \( e \) on which \(| 1 - \Delta(s) | < \epsilon \) and then choose a symmetric \( f \in L^+ \) such that \( I(f) = 1 \), giving
\[
| 1 - c | = | (1 - c)I(f) | = | I(f) - J(f) |
\]
\[
= | I((1 - \Delta^{-1})f) | < \epsilon I(f) = \epsilon.
\]

Since \( \epsilon \) is arbitrary, \( c = 1 \), q.e.d.

**Corollary 1.** \( f^* \in L^1 \) if and only if \( f \in L^1 \), and \( \| f^* \|_1 = \| f \|_1 \). This follows from the theorem and the fact that \( L \) is dense in \( L^1 \).

**Corollary 2.** Haar measure is inverse invariant if and only if \( G \) is unimodular.

**30C.** The following theorem does not really belong here, but there seems to be no better spot for it.

**Theorem.** If \( g \in L^p \) (1 \( \leq p < \infty \)), then \( g_s \) and \( g^s \), as elements of \( L^p \), are continuous functions of \( s \).

**Proof.** Given \( \epsilon \), we choose \( f \in L \) so that \( \| g - f \|_p = \| g_s - f_s \|_p < \epsilon/3 \) and by 28B we choose \( V \) so that \( \| f - f_s \|_p < \epsilon/3 \) if \( s \in V \). Then
\[
\| g - g_s \|_p \leq \| g - f \|_p + \| f - f_s \|_p + \| f_s - g_s \|_p < \epsilon
\]
if \( s \in V \), showing that \( g_s \) is a continuous function of \( s \) at \( s = e \).
Since \( \| f^s - g^s \|_p = \Delta(s)^{1/p} \| f - g \|_p \), the above inequality remains valid when \( g_s \) and \( f_s \) are replaced by \( g^s \) and \( f^s \) if the choice of \( V \) is now modified so that \( \| f - f^s \|_p < \epsilon/6 \) and \( \Delta(s)^{1/p} < 2 \) when \( s \in V \). The equations \( \| f_{s*} - f_\ast \|_p = \| f_s - f \|_p \) and \( \| f^{s*} - f^s \|_p = \Delta(x)^{1/p} \| f^s - f \|_p \) show that both functions are continuous everywhere, and, in fact, that \( f_s \) is left uniformly continuous.

**30D.** The classes of groups treated in detail in this book, Abelian and compact groups, are unimodular. However, many important groups are not unimodular, and it will be worth while to exhibit a class of such groups. Let \( G \) and \( H \) be locally compact unimodular groups and suppose that each \( \sigma \in G \) defines an automorphism of \( H \) (that is, \( G \) is mapped homomorphically into the automorphism group of \( H \)), the result of applying \( \sigma \) to an element \( x \in H \) being designated \( \sigma(x) \). The reader can check that the Cartesian product \( G \times H \) becomes a group if multiplication is defined by

\[
\langle \sigma_1, x_1 \rangle \langle \sigma_2, x_2 \rangle = \langle \sigma_1 \sigma_2, \sigma_2(x_1)x_2 \rangle.
\]

Furthermore, if \( \sigma(x) \) is continuous in the two variables \( \sigma \) and \( x \) simultaneously, then this group is locally compact in the ordinary Cartesian product topology. Such a group is called a semi-direct product of \( H \) by \( G \). It contains \( H \) as a normal subgroup and each coset of the quotient group contains exactly one element of \( G \).

If \( A \) and \( B \) are compact subsets of \( G \) and \( H \) respectively, then \( \langle \sigma_0, x_0 \rangle(A \times B) \) is the set of all pairs \( \langle \sigma_0 \sigma, \sigma(x_0)x \rangle \) such that \( \sigma \in A \) and \( x \in B \). If we compute the Cartesian product measure of this set by the Fubini theorem, integrating first with respect to \( x \), we get \( \mu(A)\nu(B) \), where \( \mu \) and \( \nu \) are the Haar measures in \( G \) and \( H \) respectively. This is also the product measure of \( A \times B \). Thus the Cartesian product measure is the left invariant Haar measure for the semi-direct product group.

To compute the modular function \( \Delta \) we consider \( \langle A \times B \rangle \langle \sigma_0, x_0 \rangle = \langle A\sigma_0 \rangle \times (\sigma_0(B)x_0) \), whose product measure is \( \mu(A)\nu(\sigma_0(B)) \). If the automorphism \( \sigma_0 \) multiplies the Haar measure in \( H \) by a factor \( \delta(\sigma_0) \), then the above measure is \( \delta(\sigma_0)\mu(A)\nu(B) \). The modular function \( \Delta(\langle \sigma, x \rangle) \) therefore has the value \( \delta(\sigma) \), and the semi-direct product is unimodular only if \( \delta \equiv 1 \).
As a simple example we take \( H = \mathbb{R} \), the additive group of
the real numbers, and \( G \) as the multiplicative group of the positive reals, with \( \sigma(x) = x \cdot \sigma \). Thus \( \langle a, x \rangle \langle b, y \rangle = \langle ab, bx + y \rangle \) and \( \Delta(\langle a, x \rangle) = a \). This group is, therefore, not unimodular.

30E. It is clear that, if \( G \) and \( H \) are not unimodular, but have modular functions \( \Delta_1 \) and \( \Delta_2 \) respectively, then the above calculation will give the modular function \( \Delta \) in terms of \( \Delta_1 \) and \( \Delta_2 \). Cartesian product measure is seen to be the left invariant Haar measure exactly as above, but now the product measure of \( (A \times B) \langle \sigma_0, x_0 \rangle = \langle A\sigma_0 \rangle \times \langle \sigma_0(B)x_0 \rangle \) is \( \delta(\sigma_0)\Delta_1(\sigma_0)\Delta_2(x_0) \ [\mu(A)\nu(B)] \) so that
\[
\Delta(\langle \sigma, x \rangle) = \delta(\sigma)\Delta_1(\sigma)\Delta_2(x).
\]

If in this situation we take \( H \) as the additive group of the real numbers (so that \( \Delta_2 \equiv 1 \)) and \( \sigma(x) = x[\Delta_1(\sigma)]^{-1} \), then \( \delta(\sigma) = \Delta_1(\sigma)^{-1} \) and \( \Delta(\langle \sigma, x \rangle) \equiv 1 \). Thus any locally compact group \( G \) can be enlarged slightly to a unimodular group which is a semi-direct product of the reals by \( G \). This was pointed out by Gleason [18].

§ 31. THE GROUP ALGEBRA

In this section we prove the existence of the convolution operation and show that with it as multiplication \( L^1(G) \) becomes a Banach algebra. 31C–G then establish some of the special properties of this algebra which follow more or less immediately from its definition.

31A. We define the convolution of \( f \) with \( g \), denoted \( f \ast g \), by
\[
[f \ast g](x) = \int f(xy)g(y^{-1}) \, dy = \int f(y)g(y^{-1}x) \, dy,
\]
the equality of the integrals being assured by the left invariance of the Haar integral. The ordinary convolution integral on the real line, \( \int_{-\infty}^{\infty} f(x - y)g(y) \, dy \), is obviously a special case of this definition. It also agrees with and generalizes the classical notion used in the theory of finite groups. A finite group \( G \) is compact if it is given the discrete topology, and the points of \( G \), being congruent non-void open sets, must have equal positive Haar measures. If the Haar measure of \( G \) is normalized by giving
each point the measure 1, and if \( f \) and \( g \) are any two complex-valued functions on \( G \), then

\[
f \ast g(x) = \int f(xy)g(y^{-1}) \, dy = \sum_y f(xy)g(y^{-1}) = \sum_{uv=x} f(u)g(v)
\]

which is the classical formula for convolution.

The above definition is purely formal and we must start by showing that \( f \ast g \) exists.

**Lemma.** If \( f \in L_A \) and \( g \in L_B \), then \( f \ast g \in L_{AB} \).

**Proof.** The integrand \( f(y)g(y^{-1}x) \) is continuous as a function of \( y \) for every \( x \) and is zero unless \( y \in A \) and \( y^{-1}x \in B \). Thus \( f \ast g(x) \) is defined for every \( x \) and is zero unless \( x \in AB \). Also

\[
|f \ast g(x_1) - f \ast g(x_2)| \leq \|f_x - f_{x_2}\|_\infty \cdot \int |g(y^{-1})| \, dy
\]

and since \( f_x \) is by **28B** continuous in the uniform norm as a function of \( x \) it follows that \( f \ast g \) is continuous.

**Theorem.** If \( f, g \in \mathcal{A}^+ \), then \( f(y)g(y^{-1}x) \in \mathcal{A}^+(G \times G) \) and

\[
\|f \ast g\|_p \leq \|f\|_1 \|g\|_p, \text{ where } 1 \leq p \leq \infty.
\]

**Proof.** Let \( f \circ g \) be the function \( f(y)g(y^{-1}x) \). If \( f \in L^+ \), then the family of functions \( g \in \mathcal{A}^+ \) such that \( f \circ g \in \mathcal{A}^+(G \times G) \) is \( L \)-monotone and includes \( L^+ \), and is therefore equal to \( \mathcal{A}^+ \). Thus if \( g \) is an \( L \)-bounded function of \( \mathcal{A}^+ \), then the family of functions \( f \in \mathcal{A}^+ \) such that \( f \circ g \in \mathcal{A}^+ \) includes \( L^+ \) and is \( L \)-monotone, and therefore equals \( \mathcal{A}^+ \). In particular \( f \circ g \in \mathcal{A}^+ \) whenever \( f \) and \( g \) are \( L \)-bounded functions of \( \mathcal{A}^+ \). The general assertion then follows from the fact that any non-negative Baire function is the limit of an increasing sequence of \( L \)-bounded Baire functions. The Fubini theorem implies that \( f(y)g(y^{-1}x) \) is integrable in \( y \) for every \( x \), that \( (f \ast g)(x) = \int f(y)g(y^{-1}x) \, dy \) is integrable, and that

\[
\|f \ast g\|_1 = \iint f(y)g(y^{-1}x) \, dx \, dy = \|f\|_1 \|g\|_1.
\]

If \( h \in \mathcal{A}^+ \) then also \( f(y)g(y^{-1}x)h(x) \in \mathcal{A}^+(G \times G) \) (see **13C**) and, as above,

\[
(f \ast g, h) = \int f(y) \left[ \int g(y^{-1}x)h(x) \, dx \right] dy \leq \|f\|_1 \|g\|_p \|h\|_q
\]

by the general Hölder inequality **14C**.
It follows, using 15C, that \( \| f \ast g \|_p \leq \| f \|_1 \| g \|_p \), and, in particular, that \( f \ast g \in L^p \) if \( f \in L^1 \) and \( g \in L^p \). The case \( p = \infty \) is obvious.

**Corollary.** If \( f \in L^1 \) and \( g \in L^p \), then \( f(y)g(y^{-1}x) \) is summable in \( y \) for almost all \( x \), \( (f \ast g)(x) \in L^p \) and \( \| f \ast g \|_p \leq \| f \|_1 \| g \|_p \).

**Proof.** The sixteen convolutions obtained by separating each of \( f \) and \( g \) into its four non-negative parts belong to \( L^p \) by the above theorem, and their sum, which is equal to \( \int f(y)g(y^{-1}x) \, dx \) wherever all sixteen are finite, is thus an element of \( L^p \) (with the usual ambiguity about its definition at points where the summands assume opposite infinities as values). Moreover, \( \| f \ast g \|_p \leq \| f \|_1 \| g \|_p \), by the above theorem.

**31B. Theorem.** Under convolution as multiplication \( L^1(G) \) forms a Banach algebra having a natural continuous involution \( f \to f^* \).

**Proof.** We have seen earlier that the mapping \( f \to f^* \) of \( L^1 \) onto itself is norm preserving, and we now complete the proof that it is an involution. It is clearly additive and conjugate linear. Also

\[
(f \ast g)^*(x) = \int f(x^{-1}y) g(y^{-1}) \Delta(x^{-1}) \, dy
= \int g(y^{-1}) \Delta(y^{-1}) f((y^{-1}x)^{-1}) \Delta((y^{-1}x)^{-1}) \, dy
= (g^* \ast f^*)(x),
\]

so that \( (f \ast g)^* = g^* \ast f^* \).

The associativity of convolution depends on the left invariance of the Haar integral. If \( f, g, h \in \mathfrak{G}^+ \), we have

\[
((f \ast g) \ast h)(x) = \int [(f \ast g)(xy)]h(y^{-1}) \, dy
= \int \int f(xyz)g(z^{-1})h(y^{-1}) \, dy \, dz
= \int \int f(xz)g(z^{-1}y)h(y^{-1}) \, dy \, dz
= \int f(xz)[(g \ast h)(z^{-1})] \, dz = (f \ast (g \ast h))(x).
\]
The associative law is therefore valid for any combination of functions from the $L^p$ classes for which the convolutions involved are all defined. The convolution $f \ast g$ is also clearly linear in $f$ and $g$. Since $L^1$ is closed under convolution and $\| f \ast g \|_1 \leq \| f \|_1 \cdot \| g \|_1$ by 31A, it follows that $L^1$ is a Banach algebra with convolution as multiplication. It is called the group algebra (or group ring) of $G$, and generalizes the notion of group algebra used in the classical theory of finite groups.

We prove below a number of useful elementary properties of the group algebra $L^1(G)$.

**31C. Theorem.** $L^1(G)$ is commutative if and only if $G$ is commutative.

**Proof.** If $G$ is commutative, then $G$ is also unimodular and

$$f \ast g = \int f(y)g(y^{-1}x) \, dy = \int g(xy)f(y^{-1}) \, dy = g \ast f.$$  

Now suppose that $L^1(G)$ is commutative and that $f, g \in L$. Then

$$0 = f \ast g - g \ast f = \int [f(xy)g(y^{-1}) - g(y)f(y^{-1}x)] \, dy = \int g(y)[f(xy^{-1})\Delta(y^{-1}) - f(y^{-1}x)] \, dy.$$  

Since this holds for every $g$ in $L$, it follows that

$$f(xu) \Delta(u) - f(ux) = 0.$$  

Taking $x = e$ we have $\Delta(u) = 1$, so that $f(xu) - f(ux) = 0$ for every $f$ in $L$. Since $L$ separates points, it follows that $xu - ux = 0$ and $G$ is commutative.

**31D. Theorem.** $L^1(G)$ has an identity if and only if $G$ is discrete.

**Proof.** If $G$ is discrete, the points of $G$ are congruent open sets having equal positive Haar measures which may be taken as 1. Then $f(x)$ is summable if and only if $f(x) = 0$ except on a countable set $\{x_n\}$ and $\sum |f(x_n)| < \infty$. The function $e(x)$ which is 1 at $x = e$ and zero elsewhere is an identity:

$$f \ast e(x) = \int f(y)e(y^{-1}x) \, dy = \sum f(y)e(y^{-1}x) = f(x).$$
Conversely suppose that \( u(x) \) is an identity for \( L \). We show that there is a positive lower bound to the measures of non-void open (Baire) sets. Otherwise, given any \( \epsilon \) there exists an open neighborhood \( V \) of the identity \( e \) whose measure is less than \( \epsilon \), and hence one such that \( \int_{V} |u(x)| \, dx < \epsilon \). Choose a symmetric \( U \) so that \( U^{2} \subset V \) and let \( f \) be its characteristic function. Then
\[
f(x) = (u * f)(x) = \int u(y) f(y^{-1}x) \, dy = \int_{U} u(y) \, dy \leq \int_{V} |u| \, dx < \epsilon
\]
for almost all \( x \) in \( U \), contradicting \( f(x) \equiv 1 \) in \( U \). Therefore, there is a number \( a > 0 \) such that the measure of every non-void open Baire set is at least \( a \). From this it follows at once that every open set whose closure is compact, and which therefore has finite measure, contains only a finite set of points, since otherwise its measure is seen to be \( \geq na \) for every \( n \) by choosing \( n \) disjoint non-void open subsets. Therefore, every point is an open set, and the topology is discrete.

31E. In any case \( L^1(G) \) has an “approximate identity.”

**Theorem.** Given \( f \in L^{p} \) (\( 1 \leq p < \infty \)) and \( \epsilon > 0 \), there exists a neighborhood \( V \) of the identity \( e \) such that \( \| f \ast u - f \|_{p} < \epsilon \) and \( \| u \ast f - f \|_{p} < \epsilon \) whenever \( u \) is any function of \( L^{1+} \) such that \( u = 0 \) outside of \( V \) and \( \int u = 1 \).

**Proof.** If \( h \in L^{q} \) the Fubini theorem and Hölder inequality imply that
\[
| (u \ast f - f, h) | = | \int \int u(y) (f(y^{-1}x) - f(x)) \overline{h(x)} \, dy \, dx |
\leq \| h \|_{q} \int \| f_{y^{-1}} - f \|_{p} u(y) \, dy.
\]
Thus \( \| u \ast f - f \|_{p} \leq \int \| f_{y^{-1}} - f \|_{p} u(y) \, dy \). If \( V \) is chosen (by 30C) so that \( \| f_{y^{-1}} - f \|_{p} < \epsilon \) whenever \( y \in V \) and if \( u \in (L^{1})_{y^{+}} \), then \( \| u \ast f - f \|_{p} < \epsilon \int u = \epsilon \).

The proof for \( f \ast u \) is similar but somewhat complicated by modularity. If \( m = \int u(y^{-1}) \, dy \), then
\[ |(f * u - f, h)| = \left| \iint (f(xy - f(x)/m)u(y^{-1})h(x) \, dy \, dx \right| \]
\[ \leq ||h||_q \int ||m^{f^-1} - f||_p(u(y^{-1})/m) \, dy \]
and \[ ||f * u - f||_p \leq \int ||m^{f^-1} - f||_p u(y^{-1})/m \, dy. \]
Now \( m \to 1 \) as \( V \) decreases. (For \( m = \int [u(x^{-1}) \Delta(x^{-1})] \Delta(x) \, dx \), where \( \int u(x^{-1}) \Delta(x^{-1}) \, dx = \int u(x) = 1, \Delta(x) \) is continuous and \( \Delta(e) = 1. \) Thus there exists \( V \) such that \( ||m^{f^-1} - f||_p < \epsilon \) if \( y^{-1} \in V \) and \( u \in (L^1)_V^+ \), giving \[ ||f * u - f||_p < \epsilon \int [u(y^{-1})/m] \, dy = \epsilon. \]

The neighborhoods of the identity \( V \) form a directed system under inclusion, and if \( u_V \) is a non-negative function vanishing off \( V \) and satisfying \( \int u_V = 1 \), then \( u_V * f \) and \( f * u_V \) converge to \( f \) in the \( p \)th norm for any \( f \in L^p \) by the above theorem. The directed system of functions \( u_V \) can be used in place of an identity for many arguments and is called an approximate identity.

31F. Theorem. A closed subset of \( L^1 \) is a left (right) ideal if and only if it is a left (right) invariant subspace.

Proof. Let \( I \) be a closed left ideal and let \( u \) run through an approximate identity. If \( f \in I \), then \( u_x * f \in I \). But \( u_x * f = (u * f)_x \to f_x \), since \( u * f \to f \), and therefore \( f_x \in I \). Thus every closed left ideal is a left invariant subspace.

Now let \( I \) be a closed left invariant subspace of \( L^1 \). If \( I^\perp \) is the set of all \( g \in L^\infty \) such that \( (f, g) = 0 \) for every \( f \in I \), then we know (see 8C) that \( I = (I^\perp)^\perp \), i.e., that, if \( f \in L^1 \), then \( f \in I \) if and only if \( (f, g) = 0 \) for every \( g \in I^\perp \). But if \( h \in L^1, f \in I \)

and \( g \in I^\perp \), then \( (h * f, g) = \iint h(y)f(y^{-1}x)g(x) \, dx \, dy = \int h(y) \]
\[ \int [f(y^{-1}x)g(x) \, dx] \, dy = 0 \] (since \( f_y \perp g \) for every \( y \)), which proves by the above remark that \( h * f \in I \). That is, \( I \) is a left ideal.

The same proof, with only trivial modifications, works for right ideals.
31G. We conclude this section with some remarks about positive definite functions. For this discussion we restrict ourselves exclusively to unimodular groups. It will be remembered that the notion of positivity was introduced in connection with an abstract Banach algebra having a continuous involution. The algebra which we have before us now is $L^1(G)$, and we start with the ideal $L^0$ consisting of the uniformly continuous functions of $L^1$, and the function $\phi$ on $L^0$ defined by $\phi(f) = f(e)$. Then

$$\phi(f^*f^*) = \int f(x)f(x) \, dx = \| f \|_2^2 \geq 0.$$ 

Thus $\phi$ is positive and $H_\phi$ is $L^2(G)$. Since $\| g^*f \|_2 \leq \| g \|_1 \cdot \| f \|_2$, the operators $U_g$ defined by $U_g f = g^*f$ are bounded and the mapping $g \to U_g$ is a $*$-representation of $L^1(G)$. It is called the left regular representation and will be discussed further in 32D. The functional $\phi$ is thus unitary, but is clearly not continuous (in the $L^1$ norm).

At the other extreme are the positive functionals which are continuous in the $L^1$ norm.

**Lemma.** A positive functional on $L^1(G)$ is continuous if and only if it is extendable.

**Proof.** We have seen earlier (26I) that any extendable positive functional is automatically continuous. The converse implication follows here because of the existence of an approximate identity. Given a continuous positive functional $P$, we have

$$| P(f) |^2 = \lim | P(f^*u) |^2 \leq P(f^*f^*) \lim P(u^*u)$$

$$\leq \| P \| P(f^*f^*),$$

$$P(f^*) = \lim P(f^*u) = \lim \overline{P(u^*f)} = \overline{P(f)},$$

proving the lemma.

Now every continuous functional $P$ on $L^1$ is given by a function $p \in L^\infty$, and, if $P$ is positive, $p$ is called positive definite. Notice that then $p = p^*$, for $(f, p) = P(f) = \overline{P(f^*)} = (f^*, p) = (p, f^*) = (f, p^*)$ for every $f \in L^1$. This notion of positive definiteness is formally the same as that introduced in 26J, the fixed unitary functional $\phi$ being that considered in the first paragraph above: $P(f) = (f, \phi) = (f, p^*) = (p, f^*) = [p^*f](e) = \phi(p^*f)$. 
The condition that a function \( p \in L^\infty \) be positive definite can be written
\[
\iint f(x)f(y)p(xy^{-1}) \, dx \, dy \geq 0
\]
for every \( f \in L^1 \).

§ 32. REPRESENTATIONS

32A. A representation \( T \) of \( G \) is a strongly continuous homomorphism of \( G \) onto a group of linear transformations on a complex vector space \( X \). That is, if \( T_s \) is the transformation associated with the group element \( s \), then \( T_{st} = T_s T_t \) and \( T_s(x) \) is a continuous function of \( s \) for every \( x \in X \). If \( X \) is finite dimensional, this requirement of continuity can be expressed as the continuity of the coefficients in the matrix for \( T_s \) when a fixed basis has been chosen for \( X \). When \( X \) is infinite dimensional some kind of topology for \( X \) must be specified. Usually \( X \) is a Banach space and here we shall confine ourselves to reflexive Banach spaces and Hilbert space. \( T \) will be said to be bounded if there is a uniform bound to the norms \( ||T_s||, s \in G \). \( T \) is a unitary representation if \( X \) is a Hilbert space and the transformations \( T_s \) are all unitary.

32B. If \( T \) is a bounded representation of \( G \) on a reflexive Banach space \( X \) and if \( T_f \) is defined as \( \int f(x)T_x \, dx \) for every \( f \in L^1 \), then the mapping \( f \to T_f \) is a bounded representation of \( L^1(G) \). If \( T \) is unitary, then the integrated representation is a \( * \)-representation of \( L^1(G) \).

Proof. The function
\[
F(f, x, y) = \int f(s)(T_s x, y) \, ds = \int f(s)y(T_s x) \, ds
\]
is trilinear and satisfies \( |F(f, x, y)| \leq ||f||_1B||x|| ||y|| \). It follows exactly as in 26F that there is a uniquely determined linear transformation \( T_f \) such that \( (T_f x, y) = \int f(s)(T_s x, y) \, ds \)
\[
||T_f|| \leq B||f||_1,
\]
and the mapping \( f \to T_f \) is linear. Moreover,
\[(T_{f*} \xi, y) = \int \int f(t)g(t^{-1}s)(T_s \xi, y) \, dt \, ds\]
\[= \int \int f(t)g(s)(T_{ts} \xi, y) \, ds \, dt\]
\[= \int g(s)(T_f T_s \xi, y) \, ds \, dt = \int g(s)(T_s \xi, (T_f)^* y) \, ds\]
\[= \int (T_s \xi, (T_f)^* y) = (T_f T_s \xi, y).\]

Thus \(T_{f*} = T_f T_g\) and the mapping \(f \rightarrow T_f\) is a homomorphism. If \(X\) is a Hilbert space and \(T\) is a unitary representation, then
\[(T_f^* \xi, y) = \int \bar{f}(s^{-1})\Delta(s^{-1})(T_s \xi, y) \, ds = \left(\int f(s)(T_s y, x) \, ds\right)^*\]
\[= (T_f y, x) = (x, T_f y)\]

Thus \((T_f)^* = T_f^*\) and \(T\) is a *-representation.

Remark: No non-zero element of \(X\) is annihilated by every \(T_f\). For, given \(0 \neq x \in X\) and \(y \in X^*\) such that \((x, y) \neq 0\) we can find a neighborhood \(V\) of the identity in \(G\) such that \((T_s \xi, y)\) differs only slightly from \((x, y)\) if \(s \in V\). If \(f\) is the characteristic function of \(V\), then \((T_f \xi, y) = \int_V (T_s \xi, y) \, ds\) differs only slightly from \(\mu(V)(x, y)\), and hence \(T_f \xi\) is not zero.

32C. Theorem. Conversely, a bounded representation \(T\) of \(L^1(G)\) over a Banach space \(X\) arises in the above way if the union of the ranges of the operators \(T_f, f \in L^1\), is dense in \(X\). If \(X\) is a Hilbert space and \(T\) is a *-representation, then \(T\) is unitary.

Proof. Let \(X_r\) be the union of the ranges of all the operators \(T_f (f \in L^1); X_r\) is dense in \(X\) by hypothesis. Let \(u\) run through an approximate identity of \(L^1\). We know that \(u_a * f = (u * f)_a \rightarrow f_a\), and therefore \(|| T_{u_a} T_f - T_f || \rightarrow 0\). Thus \(T_{u_a}\) converges strongly (that is, pointwise) on \(X_r\) to an operator \(U_a\) satisfying \(U_a T_f = T_{fa}\), and since \(|| T_{u_a} || \leq B || u_a ||_1 = B\) for every \(u\), it follows that \(|| U_a || \leq B\) and that \(U_a\) is uniquely defined on the whole of \(X\) (see 7F). Since \(U_{ab} T_f = T_{fa} = T_{(fa)b} = U_b T_a = U_b U_a T_f\) (i.e., \(U_{ab} = U_b U_a\) on \(X_r\)), we have \(U_{ab} = U_b U_a\) and
the mapping \( a \to U_a \) is therefore an anti-homomorphism. Finally, \( f_a \) is a continuous function of \( a \) as an element of \( L_1 \), and therefore \( U_a T_f = T_a f \) is a continuous function of \( a \). Thus \( U_a \) is strongly continuous on \( X_r \) and hence on \( X \). \( U \) is an anti-homomorphism, and we set \( T_a = U_a^{-1} \) to get a direct homomorphism.

It remains to be shown that \( (T_f x, y) = \int f(s)(T_g x, y) \, ds \) for every \( x \in X, y \in X^* \) and \( f \in L^1 \). We may clearly restrict \( x \) to any dense subset of \( X \) and \( f \) to \( L \). Thus, it is sufficient to show that \( (T_f g^\ast z, y) = \int f(s)(T_s T_g z, y) \, ds \) for all \( f, g \in L \). Now if \( x \) and \( y \) are fixed, the linear functional \( J(f) = (T_f x, y) \) satisfies \( |J(f)| \leq B\|x\| \|y\| \|f\|_1 \), and is therefore a complex-valued integral (the sum of its four variations). We therefore have from the Fubini theorem that

\[
(T_f g^\ast x, y) = \int f(s)g(s^{-1}t) \, ds = \int f(s)[J_1g(s^{-1}t)] \, ds
\]

as desired.

If \( X \) is a Hilbert space and \( T \) is a \( * \)-representation, we want to show that \( T_s \) is unitary for every \( s \), i.e., that \( (T_s)^* = (T_s)^{-1} = T_{s^{-1}} \). But \( (T_s)^* = T_{s^{-1}} \iff (T_s)^* T_f = T_{s^{-1}} T_f = T_{f_s} \) for all \( f \in L^1 \iff (u_{s^{-1}})^* f \to f_s \) as \( u \) runs through an approximate identity \( \iff f^* u_{s^{-1}} \to f^s \iff g^* u_{s^{-1}} \to g^s \). Now by direct computation \( g^s = \Delta(s^{-1})g^s \) and \( g^* u_{s^{-1}} = \Delta(s^{-1})g^s \). Since we know that \( g^s \to u \to g^s \), the result follows.

**32D.** If we take \( X \) as the Banach space \( L^p(G) \) for some fixed \( p \) in \([1, \infty)\) and define the operator \( T_f \) on \( X \) by \( T_f g = f \ast g \) for every \( f \in L^1, g \in L^p \), then we can check directly that the mapping \( f \to T_f \) is a bounded representation of the algebra \( L^1(G) \). For instance, \( T_f T_g h = f \ast (g \ast h) \) \( \implies (f \ast g) \ast h = T_f T_g \), giving \( T_f \ast g = T_f T_g \). Moreover the inequality \( \|f \ast g\|_p \leq \|f\|_1 \|g\|_p \) implies that \( \|T_f\| \leq \|f\|_1 \), so that the representation has the bound 1.

There is also an obvious group representation \( s \to T_s \) defined by \( T_s f = f_{s^{-1}} \), or \([T_s f](t) = f(s^{-1}t)\). The transformations \( T_s \) are all isometries by the left invariance of Haar measure.
This pair of representations is interconnected in exactly the same way as in the above two theorems. Thus if \( g \in L^p \) and \( h \in L^q (1/p + 1/q = 1) \), then
\[
\int f(s)(T_s g, h) \, ds = \int \int f(s)g(s^{-1}t)\overline{h(t)} \, ds \, dt = (f \ast g, h).
\]

If \( p = 2 \), the transformations \( T_s \) are unitary by the left invariance of Haar measure: \((T_s f, T_s g) = \int f(s^{-1}t)g(s^{-1}t) \, dt = \int f(t)g(t) \, dt = (f, g)\). It follows from our general theory that the representation of \( L^1 \) is a \( \ast \)-representation. Of course, this fact can also be checked directly—the equality \((f \ast g, h) = (g, f^* \ast h)\) can be computed directly from the Fubini theorem and the left invariance of the Haar integral. These representations are called the (left) regular representations of \( G \) and \( L^1(G) \) respectively. They are both faithful representations (one-to-one mappings), for if \( s \neq e \) we can choose \( g \) to vanish outside a small enough neighborhood of \( e \) so that \( gg_s = 0 \), giving in particular \( T_s g = g \) in \( L^2(G) \), and if \( f \neq 0 \) then we can choose \( u \in L^1 \cap L^2 \) similarly so that \( \|f \ast u - f\|_2 < \epsilon \|f\|_2 \), giving in particular that \( T_s u = f \ast u \neq 0 \) in \( L^2(G) \).

§ 33. Quotient Measures

In this section we consider invariant measure on quotient groups, and, more generally, quotient spaces, and prove the Fubini-like theorem relating such quotient measures to the invariant measures on the whole group and kernel subgroup. This material is not needed for most of the subsequent discussion, and since it gets fairly technical the reader may wish to omit it. The method of procedure is taken quite directly from Weil [48].

33A. Let \( H \) be a fixed closed subgroup of \( G \), and let \( I \) and \( J \) be respectively the left invariant Haar integrals of \( G \) and \( H \). It is understood that \( J(f) \) is the integral over \( H \) of the restriction of \( f \) to \( H \). If \( f \in L(G) \), it follows from the uniform continuity of \( f \) that the function \( f' \) defined by \( f'(x) = J(f_s) = \int f(xt) \, dt \) is continuous. Also \( f'(xs) = f'(x) \) for every \( s \in H \) by the left invariance of \( J \) on \( H \), so that \( f' \) is constant on the left cosets of \( H \).
If \( f \in L_c \), then the related function \( F \) on \( G/H \) defined by \( F(\alpha(x)) = f'(x) = \int (f_x) = J_t f(xt) \) belongs to \( L_{\alpha(c)} \). The value \( F(\alpha(x)) = f'(x) \) can also be obtained as the integral of \( f \) over the coset containing \( x \) with respect to the Haar measure of \( H \) transplanted to this coset.

If \( H \) is a closed normal subgroup, then \( G/H \) is a group and has a left invariant Haar integral \( K \). \( K_x J_t f(xt) \) is understood to be \( K(f) \) where \( F(\alpha(x)) = J_t f(xt) \). This is equivalent to transferring the domain of \( K \) to those continuous functions on \( G \) which are constant on the cosets of \( H \) and each of which vanishes off some set of the form \( CH \), where \( C \) is compact. If \( g \) is such a function, then so is \( g_y \) and the left invariance of \( K \) becomes simply \( K(g) = K(g_y) \) for all \( y \in G \). Then \( K_x J_t f(xt) \) is a left invariant integral on \( L(G) \), \( K_x J_t f(x) = K_x f'(x) = K_x J_t f(xt) \), and \( K_x J_t f(xt) = kI(f) \). We are thus led to the following theorem.

**Theorem.** If \( f \in \mathbb{B}^+(\mathbb{G}) \), then \( f_x \in \mathbb{B}^+(\mathbb{H}) \) for every \( x \) and \( J(f_x) = J_t f(xt) \in \mathbb{B}^+(K) \). If \( I, J \) and \( K \) are suitably normalized, then \( K_x J_t f(xt) = I(f) \) for every \( f \in \mathbb{B}^+(\mathbb{G}) \).

**Proof.** We have seen above that the family of non-negative functions for which the theorem is true includes \( \mathbb{L}^+ \), with a suitable normalization for \( I \). If the theorem holds for a sequence \( \{f_n\} \) of \( L \)-bounded functions of \( \mathbb{B}^+ \) which converges monotonically to \( f \), then \( I(f) = \lim I(f_n) = \lim K_x J_t f_n(xt) = K_x (\lim J_t f_n(xt) = K_x J_t (\lim f_n(xt) = K_x J_t f(xt) \). Thus the family is \( L \)-monotone and hence equal to \( \mathbb{B}^+(\mathbb{G}) \), q.e.d.

**Corollary.** If \( f \in L^1(G) \), then \( f_x \in L^1(H) \) for almost all \( x \), \( J_t f(xt) \in L^1(K) \) and \( K_x J_t f(xt) = I(f) \).

**33B.** We return now to the case where \( H \) is closed but not necessarily normal. The mapping \( f \to F \) of \( L(G) \) into \( L(G/H) \) defined above is clearly linear, and we now show that it is onto.

**Lemma.** If \( F \in L^+(G/H) \), then there exists \( f \in L^+(G) \) such that \( F(\alpha(x)) = J(f_x) \).

**Proof.** Let \( B \) be a compact subset of \( G/H \) such that \( F \in L_B^+ \), let \( A \) be a compact subset of \( G \) such that \( \alpha(A) = B \) and choose \( h \in L^+(G) \) such that \( h > 0 \) on \( A \). Notice that \( J(h_x) > 0 \) if the coset containing \( x \) intersects \( A \), i.e., if \( x \in AH = \alpha^{-1}(B) \), and
that \( F(\alpha(x)) = 0 \) in \((AH)' = \alpha^{-1}(B')\), an open set. Therefore, 
\( g(x) = F(\alpha(x))/J(h_x) \) if \( J(h_x) > 0 \) and \( g(x) = 0 \) if \( J(h_x) = 0 \) defines an everywhere continuous function. Also \( g(x) \) is constant on the cosets of \( H \). Therefore \( f = gh \in L^+(G) \) and \( J_t f(xt) = g(x)J_t h(xt) = F(\alpha(x)) \), q.e.d.

33C. If \( H \) is not normal, it is still true that every element \( y \in G \) defines a homeomorphism of \( G/H \) onto itself: \( \alpha(x) \to \alpha(yx), \) or \( xH \to yxH \). If an integral \( K \) is invariant under all these homeomorphisms, then the theorem of 33A goes through unchanged. More generally \( K \) may be relatively invariant in the sense that \( K \) is multiplied by a constant \( D(y) \) under the homeomorphism induced by \( y: K(F_y) = D(y)K(F) \), where, of course, \( F_y(\alpha(x)) = F(\alpha(yx)) \). The function \( D(y) \) is called the modulus, or the modular function, of \( K \), and, like \( \Delta \), is seen to be continuous and multiplicative.

**Theorem.** If \( K \) is relatively invariant, with modulus \( D \), then the functional \( M(f) = K_t J_t D(xt)f(xt) \) is (essentially) the Haar integral \( I(f) \), and all the conclusions of 33A follow.

**Proof.** \( M(f_y) = K_t J_t D(xt)f(yxt) = D(y^{-1})K_t [J_t D(xt)f(xt)]_y = K_t J_t D(xt)f(xt) = M(f) \). Thus \( M(f) \) is left invariant on \( L(G) \) and equals \( I(f) \). The extensions to \( \mathbb{B}^+ \) and to \( L^1 \) are the same as in 33A.

33D. Any continuous homomorphism of \( G \) into the multiplicative group of the positive real numbers will be called a real character. Examples are the modular functions \( \Delta \) and \( D \).

**Theorem.** In order that a real character \( D \) be the modular function for a relatively invariant measure \( K \) on the quotient space \( G/H \), where \( H \) is a closed subgroup of \( G \), with modular function \( \delta \), it is necessary and sufficient that \( D(s) = \Delta(s)/\delta(s) \) for all \( s \in H \).

**Proof.** If \( D \) is the modular function of \( K \), then \( M(f) = I(f) \) as above and we have, for \( s \in H \),

\[
\Delta(s) M(f) = M(f^s) = K_t J_t D(xt)f(xts^{-1}) = D(s) K_t J_t D(xts^{-1}) f(xts^{-1}) = D(s) \delta(s) K_t J_t D(xt)f(xt) = D(s) \delta(s) M(f).
\]

Thus \( \Delta(s) = D(s) \delta(s) \) for every \( s \in H \).
Now suppose, conversely, that $D(x)$ is a real character such that $\Delta(s) = D(s)\delta(s)$ for every $s \in H$, and define the functional $K$ on $L(G/H)$ by $K_x(f_x) = I(D^{-1}f)$. It follows from 33B that this functional is defined on the whole of $L(G/H)$ once we have shown that the definition is unique, i.e., that, if $J(f_x) = 0$, then $I(D^{-1}f) = 0$. But if $J_t f(xt) = 0$ for all $x$ and if $g \in L^+(G)$, then

$$0 = I_x J_t g(x)D^{-1}(x)f(xt) = J_t I_x \delta(t^{-1})g(xt^{-1})D^{-1}(x)f(x)$$

$$= I_x \{D^{-1}(x)f(x)J_t[\delta(t^{-1})g(xt^{-1})]\} = I_x D^{-1}(x)f(x)J_t g(xt).$$

In order to prove that $I(D^{-1}f) = 0$ it is therefore sufficient to choose $g \in L^+(G)$ so that $J(g_x) = J_t g(xt) = 1$ for every $x$ for which $f(x) \neq 0$. But if $f \in L_A$ and if a function is chosen from $L^+(G/H)$ which has the value 1 on the compact set $\alpha(A)$, then the required function $g$ is constructed by the lemma of 33B.

It remains to check that the functional $K$ thus defined on $L^+(G/H)$ is relatively invariant with $D$ as its modular function:

$$K_x J(f_y) = I(D^{-1}f_y) = D(y)I((D^{-1}f)_y)$$

$$= D(y)I(D^{-1}f) = D(y)K_x J(f_x).$$

This completes the proof of the theorem.

33E. Returning to the case where $H$ is normal we now see, since $G/H$ has an invariant integral, with modular function $D \equiv 1$, that $\Delta(s) = \delta(s)$ for all $s \in H$. Taking $H$ to be the normal subgroup on which $\Delta(t) = 1$, it follows that $\delta \equiv 1$ and $H$ is unimodular. The real character $\Delta$ is itself a homomorphism having this group as kernel, and the quotient group is therefore isomorphic to a multiplicative subgroup of the positive real numbers. In a sense, therefore, every locally compact group is almost unimodular. Another sense in which this is true has been discussed in 30E.
Chapter VII

LOCALLY COMPACT ABELIAN GROUPS

The $L^1$ group algebra of a locally compact Abelian group is a commutative Banach algebra with an involution, and much of the general theory of Chapter V is directly applicable. Thus we can take over the Bochner and Plancherel theorems whenever it seems desirable, and we can investigate questions of ideal theory such as the Wiener Tauberian theorem. We shall be especially concerned with reorienting this theory with respect to the character function (the kernel function of the Fourier transform), and much of our discussion will center around topological questions.

The character function is discussed and the character group defined in §34 and various standard examples are given in §35. §36 is devoted to positivity, and includes the Bochner, Plancherel, and Stone theorems. A more miscellaneous set of theorems is gathered together in §37, such as the Pontriagin duality theorem, the Wiener Tauberian theorem, and a simple form of the Poisson summation formula. The chapter concludes in §38 with a brief discussion of compact Abelian groups; the general theory of compact groups is given in the next chapter.

§34. THE CHARACTER GROUP

We know that each regular maximal ideal $M$ in $L^1$ is the kernel of a homomorphism $f \rightarrow \hat{f}(M)$ of $L^1$ onto the complex numbers (see 23A, B) and that this homomorphism, as an element of the conjugate space $(L^1)^*$ of $L^1$, is uniquely represented by a func-
tion \( \alpha_M \in L^\infty \), \( \hat{f}(M) = \int f(x) \overline{\alpha_M(x)} \, dx \) (see 15C, D). We shall see below that \( \alpha_M \) is (equivalent to) a continuous function, \(| \alpha_M(x) | = 1 \) and \( \alpha_M(xy) = \alpha_M(x) \alpha_M(y) \). Thus \( \alpha_M \) is a continuous homomorphism of \( G \) into the multiplicative group of complex numbers of absolute value one; such a function is called a character of \( G \). Moreover, every character arises in the above way. Thus the space \( \mathfrak{m} \) of regular maximal ideals of \( L^1 \) is now identified with the set \( \mathcal{G} \) of all the characters of \( G \). Through this identification we know that \( \mathcal{G} \), in the weak topology of \( L^\infty = (L^1)^* \), is locally compact. And it follows rather easily that \( \mathcal{G} \) is a locally compact group, multiplication being the pointwise multiplication of functions. The domain of the function \( \hat{f} \) will be shifted from \( \mathfrak{m} \) to \( \mathcal{G} \) through the above identification, and, as a function on \( \mathcal{G} \), \( \hat{f} \) is now the classical Fourier transform of \( f \).

We proceed to fill in the details.

34A. Theorem. Given a fixed \( M \in \mathfrak{m} \), let \( f \in L^1 \) be such that \( \hat{f}(M) \neq 0 \). Then the function \( \alpha_M \) defined by \( \alpha_M(x) = \frac{\hat{f}(M)}{\hat{f}(x)} \) is a character. It is independent of \( f \), uniformly continuous, and continuous in the two variables \( x \) and \( M \) if the parameter \( M \) is also varied. If \( u \) runs through an approximate identity, then \( \hat{u}_x(M) \) converges uniformly to \( \alpha_M(x) \).

Proof. That \( \alpha_M \) is uniformly continuous follows from the inequality \(| \hat{f}_x(M) - \hat{f}_y(M) | \leq \| f_x - f_y \|_1 \) and the fact that \( f_x \) as an element of \( L^1 \) is a uniformly continuous function of \( x \) (30C). The inequality \(| \hat{f}_x(M) - \hat{f}_{x_0}(M_0) | \leq \| f_x - f_{x_0} \|_1 + | \hat{f}_{x_0}(M) - \hat{f}_{x_0}(M_0) | \) shows that \( \hat{f}_x(M) \) is continuous in the two variables \( x \) and \( M \) together, and the same holds for \( \alpha_M(x) \) upon dividing by \( \hat{f}(M) \).

The remaining properties of \( \alpha_M \) are contained in the equation

\[
\hat{f}(M) \hat{g}_x(M) = \hat{f}_x(M) \hat{g}(M)
\]

(which comes from \( f \ast g_x = f_x \ast g \) ). Thus \( \hat{f}_x/\hat{f} = \hat{g}_x/\hat{g} \), proving that \( \alpha \) is independent of \( f \). Taking \( g = f_y \) and dividing by \( (\hat{f})^2 \), we see that \( \alpha_M(yx) = \alpha_M(y) \alpha_M(x) \). Thus \( \alpha_M \) is a continuous homomorphism of \( G \) into the non-zero complex numbers. If \(| \alpha_M(x_0) | > 1 \), then \(| \alpha_M(x_0^n) | = | \alpha_M(x_0) |^n \to \infty \). But \( \alpha_M \) is
bounded; therefore \( || \alpha_M ||_\infty \leq 1 \). Then \( |\alpha_M^{-1}(x)| = |\alpha_M(x^{-1})| \leq 1 \), so that \( |\alpha_M(x)| = 1 \). Thus \( \alpha_M \) is a character.

Finally, taking \( g = u \), we get \( \hat{u}_x(M) = k\alpha_M(x) \), where \( k = \hat{u}(M) \), and since \( \hat{u}(M) \to 1 \) as \( u \) runs through an approximate identity \( (|| \hat{u}f - \hat{f} ||_\infty \leq || u \ast f - f ||_1 \to 0) \) it follows that \( \hat{u}_x(M) \) converges uniformly to \( \alpha_M(x) \).

**34B. Theorem.** *The mapping \( M \to \alpha_M \) is a one-to-one mapping of \( \mathbb{M} \) onto the set of all characters of \( G \), and*

\[
\hat{f}(M) = \int f(x)\overline{\alpha_M(x)} \, dx.
\]

**Proof.** We first derive the formula. Given \( M \), the homomorphism \( f \to \hat{f}(M) \) is in particular a linear functional on \( L^1 \), and therefore there exists \( \alpha \in L^\infty \) such that \( \hat{f}(M) = \int f(x)\overline{\alpha(x)} \, dx \).

Then

\[
\int f(x)\overline{\alpha_M(x)} \, dx = \lim_u \int f(x)u_{x^{-1}}(M) \, dx
\]

\[
= \lim_u \iint f(x)u(x^{-1}y)\overline{\alpha(y)} \, dx \, dy
\]

\[
= \lim_u \int (f \ast u)(y)\overline{\alpha(y)} \, dy
\]

\[
= \int f(y)\overline{\alpha(y)} \, dy = \hat{f}(M),
\]

q.e.d. In particular, \( M \) is determined by the character \( \alpha_M \), so that the mapping \( M \to \alpha_M \) is one-to-one.

If \( \alpha \) is any character, then the linear functional \( \int f(x)\overline{\alpha(x)} \, dx \) is multiplicative:

\[
\int (f \ast g)(x)\overline{\alpha(x)} \, dx = \iint f(xy)g(y^{-1})\overline{\alpha(xy)\alpha(y^{-1})} \, dx \, dy
\]

\[
= \iint f(x)\overline{\alpha(x)}g(y)\overline{\alpha(y)} \, dx \, dy
\]

\[
= \int f(x)\overline{\alpha(x)} \, dx \int g(y)\overline{\alpha(y)} \, dy.
\]
It is therefore a homomorphism, and if $M$ is its kernel the equation
\[ \int f(x)\alpha(x) \, dx = \int f(x)\alpha_M(x) \, dx \]
shows that $\alpha = \alpha_M$.

This theorem permits us to identify the set $G$ of all the characters on $G$ with the space $3T$ of regular maximal ideals of $L^1(G)$ (which has already been identified with, and used interchangeably with, the subset of $(L^1)^*$ consisting of non-trivial homomorphisms). Generally from now on the domain of $f$ will be taken to be $G$. Also we shall use the notation $(x, \alpha)$ for the value of the character $\alpha$ at the group element $x$, so that the Fourier transform formula is now written:
\[ \hat{f}(\alpha) = \int f(x)(x, \alpha) \, dx. \]

34C. The topology of $\hat{G}$ is that of uniform convergence on compact sets of $G$. That is, if $C$ is a compact subset of $G$, $\epsilon > 0$ and $\alpha_0 \in \hat{G}$, then the set of characters $U(C, \epsilon, \alpha_0) = \{ \alpha: |(x, \alpha) - (x, \alpha_0)| < \epsilon \text{ for all } x \in C \}$ is open, and the family of all such open sets is a basis for the topology of $G$.

Proof. That $U(C, \epsilon, \alpha_0)$ is open follows at once from 5F. Moreover the intersection of two such neighborhoods of $\alpha_0$ includes a third: $U(C_1 \cup C_2, \min(\epsilon_1, \epsilon_2), \alpha_0) \subset U(C_1, \epsilon_1, \alpha_0) \cap U(C_2, \epsilon_2, \alpha_0)$. It is therefore sufficient to show that any neighborhood $N$ of $\alpha_0$ belonging to the usual sub-basis for the weak topology includes one of the above kind. Now $N$ is of the form $N = \{ \alpha: |\hat{f}(\alpha) - \hat{f}(\alpha_0)| < \delta \}$ for some $f \in L^1$ and $\delta > 0$. If $C$ is chosen so that $\int_C |f| < \delta/4$, $\epsilon = \delta/2 ||f||_1$ and $|(x, \alpha) - (x, \alpha_0)| < \epsilon$ on $C$, then $|\hat{f}(\alpha) - \hat{f}(\alpha_0)| \leq \int |f(\alpha - \alpha_0)| \leq \int_C + \int_C \leq ||f||_1(\delta/2) ||f||_1 + 2(\delta/4) = \delta$. That is, $U(C, \epsilon, \alpha_0) \subset N$, q.e.d.

34D. Theorem. The pointwise product of two characters is a character, and with this definition of multiplication $\hat{G}$ is a locally compact Abelian group.

Proof. It is obvious that the product of two characters is a character. The constant 1 is a character and is the identity under
multiplication. For any character $\alpha$, the function $\alpha^{-1}$ is a character, and is the group inverse of $\alpha$. These facts are evident, and there remains only the proof that multiplication is continuous. But if $C$ is a compact subset of $G$, and $\epsilon > 0$, then

$$| \alpha \beta - \alpha_0 \beta_0 | \leq | \alpha - \alpha_0 | \cdot | \beta_0 | + | \alpha | \cdot | \beta - \beta_0 | < \epsilon$$

on $C$ if $| \alpha - \alpha_0 | < \epsilon/2$ on $C$ and $| \beta - \beta_0 | < \epsilon/2$ on $C$. It follows from 34C that multiplication is continuous.

34E. Remark: It may seem to the reader that it would have been more natural to define $\alpha_M$ so that $\hat{f}(M) = \int f(x) \alpha_M(x) \, dx$ instead of $\hat{f}(M) = \int f(x) \overline{\alpha_M(x)} \, dx$. The only justification for our choice which can be given now is that it stays closer to the formalism of the scalar product and convolution; we have defined $\hat{f}(M)$ as $(f, \alpha_M) = [f \ast \alpha_M](e)$. Later we shall see that it leads to the conventional Fourier transform on the additive group of the reals, whereas the other choice leads to the conventional inverse Fourier transform. Notice that the character which we assign to a regular maximal ideal $M$ is the inverse of the character assigned by the other formula.

§ 35. EXAMPLES

In calculating the character group for specific simple groups we have two possible methods of procedure. First, a character can be determined from the homomorphism of the group algebra associated with it, and this method was used in working out the examples of §23. The second, and more natural, method in the present context, is to proceed directly from the definition of a character as a continuous homomorphism of $G$ onto $T$. The direct verification of the correct topology for $\hat{G}$ takes perhaps a little longer because the theorem of 5G on the equivalence of a weak topology with a given topology does not now intervene, but this is a minor objection at worst.

35A. Theorem. The character group of a direct product $G_1 \times G_2$ of two locally compact Abelian groups is (isomorphic and homeomorphic to) the direct product $\hat{G}_1 \times \hat{G}_2$ of their character groups.
Proof. The algebraic isomorphism is almost trivial. Any character $\alpha$ on $G_1 \times G_2$ is the product of its restrictions to $G_1$ and $G_2$, $\alpha((x_1, x_2)) = \alpha((x_1, e_2))\alpha((e_1, x_2))$, and these restrictions are characters on $\hat{G}_1$ and $\hat{G}_2$ respectively. Conversely the function $\alpha((x_1, x_2)) = \alpha_1(x_1)\alpha_2(x_2)$ defined as the product of two characters on $G_1$ and $G_2$ respectively is evidently a character on $G_1 \times G_2$. The one-to-one correspondence $\alpha \leftrightarrow (\alpha_1, \alpha_2)$ thus established between $(G_1 \times G_2)^\wedge$ and $\hat{G}_1 \times \hat{G}_2$ is clearly an isomorphism.

Let $C$ be a compact subset of $G$ containing $e = \langle e_1, e_2 \rangle$ and of the form $C = C_1 \times C_2$. If $|\alpha - \alpha^0| < \epsilon$ on $C$, then (taking $x_2 = e_2$) $|\alpha_1 - \alpha_1^0| < \epsilon$ on $C_1$ and, similarly, $|\alpha_2 - \alpha_2^0| < \epsilon$ on $C_2$. Conversely if $|\alpha_1 - \alpha_1^0| < \epsilon$ on $C_1$ and $|\alpha_2 - \alpha_2^0| < \epsilon$ on $C_2$, then $|\alpha - \alpha^0| = |\alpha_1\alpha_2 - \alpha_1^0\alpha_2^0| < 2\epsilon$ on $C$. It follows from 34C that the topology of $(G_1 \times G_2)^\wedge$ is the Cartesian product topology of $\hat{G}_1 \times \hat{G}_2$. This fact also follows directly from the next theorem.

35B. Theorem. If $H$ is a closed subgroup of a locally compact Abelian group $G$, then the character group of the quotient group $G/H$ is (isomorphic and homeomorphic to) the subgroup of $\hat{G}$ consisting of those characters on $G$ which are constant on $H$ and its cosets.

Proof. If $\beta$ is a character on $G/H$, then $\alpha(x) = \beta(Hx)$ is continuous on $G$ and $\alpha(x_1x_2) = \beta(Hx_1x_2) = \beta(Hx_1Hx_2) = \beta(Hx_1)\beta(Hx_2) = \alpha(x_1)\alpha(x_2)$, so that $\alpha(x)$ is a character on $G$. Conversely, if $\alpha(x)$ is a character on $G$ which is constant on $H$, and therefore on each coset of $H$, the function $\beta$ defined on $G/H$ by $\beta(Hx) = \alpha(x)$ is a character.

We still have to show that the topology induced in this subgroup is the correct topology for the character group of $G/H$. We know that $C = \{Hx : x \in F\}$ is compact in $G/H$ if $F$ is a compact subset of $G$, and that every compact subset of $G/H$ arises in this way (see 28C). Then $|\beta(u) - \beta_0(u)| < \epsilon$ for all $u$ in $C$ if and only if $|\beta(Hx) - \beta_0(Hx)| < \epsilon$ for all $x$ in $F$, and the result follows from 34C.

35C. Theorem. Every character $\alpha(x)$ on the additive group $\mathbb{R}$ of the real numbers is of the form $\alpha(x) = e^{ix}$, and $\mathbb{R}$ is isomorphic and homeomorphic to $\mathbb{R}$ under the correspondence $e^{ix} \leftrightarrow y$. 
Proof. Every continuous solution of the equation \( \alpha(x + y) = \alpha(x)\alpha(y) \) is of the form \( \alpha(x) \equiv e^{ax} \), and, since \( \alpha \) is bounded, \( a \) must be pure imaginary. Thus \( \alpha(x) = e^{iyx} \), for some real \( y \). Conversely, every real number \( y \) defines the character \( e^{iyx} \), and this one-to-one correspondence between \( R \) and \( \hat{R} \) is an isomorphism by the law of exponents. The set of characters \( \alpha \) such that \( |\alpha(x) - 1| < \epsilon \) on \([-n, n]\) is a neighborhood of the identity character, and the set of such neighborhoods is a neighborhood basis around the identity. But \( |e^{iyx} - 1| < \epsilon \) on \([-n, n]\) if and only if \( y \) is in the open interval \((-\delta, \delta)\), where \( \delta = (2/n) \) arc sin \((\epsilon/2)\), so that the mapping \( R \leftrightarrow \hat{R} \) is continuous both ways at the origin, and therefore everywhere.

35D. Theorem. Each character on \( R/I \) is of the form \( e^{2\pi inx} \), and \((R/I)^{\hat{\hat{\cdot}}} \) is isomorphic and homeomorphic to \( I \) under the correspondence \( e^{2\pi inx} \leftrightarrow n \).

Proof. This follows at once from 35B and C; the character \( e^{iyx} \) has the constant value 1 on the integers if and only if \( y = 2\pi m \) for some integer \( m \), and the discrete subgroup \( \{2\pi m\} \) of \( R \) is, of course, isomorphic (and trivially homeomorphic) to \( I \).

35E. Theorem. Each character on \( I \) is of the form \( e^{2\pi izn} \), where \( 0 \leq z < 1 \), and \( \hat{I} \) is isomorphic and homeomorphic to \( R/I \) under the correspondence \( e^{2\pi izn} \leftrightarrow z \).

Proof. If \( \alpha(n) \) is a character and \( \alpha(1) = e^{2\pi iy} \), then \( \alpha(n) = e^{2\pi iyn} \). It is clear that every such \( y \) defines a character, and that the mapping \( y \rightarrow e^{2\pi iyn} \) is a homomorphism of \( R \) onto \( \hat{I} \), with kernel \( I \). Thus \( \hat{I} \) is isomorphic to \( R/I \). The set \( \{y: 0 \leq y < 1 \text{ and } |e^{2\pi iyn} - 1| < \epsilon, n = 1, \ldots, N\} \) is a basic neighborhood of \( e \) in \( I \), and is easily seen to be an open interval about 0 in \( R/I \). Conversely, any open interval about 0 in \( R/I \) is such a set (with \( N = 1 \) and \( \epsilon \) to be determined), and the two topologies are identical.

35F. Each of the three groups \( R \), \( R/I \), and \( I \) is thus (isomorphic and homeomorphic to) its own second character group. These results are special cases of the Pontriagin duality theorem, which asserts that every locally compact Abelian group is its own second character group, and which we shall prove later in \$37.\)
The Fourier transform formula becomes for these groups the well-known formulas
\[ \hat{f}(y) = \int_{-\infty}^{\infty} f(x) e^{-iux} \, dx \]
\[ \hat{f}(n) = C_n = \int_{0}^{1} f(x) e^{-2\pi inx} \, dx \]
\[ \hat{f}(x) = \int_{I} f(n) e^{-2\pi i xn} \, dn = \sum_{n=\infty}^{\infty} C_n e^{-2\pi i nx}. \]

The fact that the Fourier transform is initially a mapping of \( L^1(G) \) into \( \mathcal{C}(\hat{G}) \) reduces here to the fact that each of the above integrals is absolutely convergent if \( f \in L^1 \) (which, in the last case, means \( \sum_{n=\infty}^{\infty} |C_n| < \infty \)), and \( \hat{f} \) is continuous and vanishes at infinity (in the first two cases). The corresponding formulas for multiple Fourier series, multiple Fourier transforms, and mixtures of these, can be written down by virtue of \( 35A \). The duality theorem can also be directly verified for these product groups.

§ 36. THE BOCHNER AND PLANCHEREL THEOREMS

36A. We shall now apply to the group algebra \( L^1(G) \) the general commutative Banach algebra theory of § 25 and § 26, keeping in mind the extra information that the space \( \hat{G} \) of characters (maximal ideal space of \( L^1(G) \), space of homomorphisms) is itself a locally compact group, with its own Haar measure and its own group algebra.

We start with positivity. We have already seen in 31G that a positive linear functional on \( L^1(G) \) is extendable if and only if it is continuous. The Bochner theorem of 26I can thus be taken to refer to positive definite functions \( p \in L^\infty \). Moreover, the hypothesis in that theorem that \( f^{**} = f^\sim \) is now automatically met, for \( f^{**}(\alpha) = \int \overline{f(x^{-1})}(x, \alpha) \, dx = \int \overline{f(x)}(x^{-1}, \alpha) \, dx = \left( \int f(x) \overline{(x, \alpha)} \, dx \right)^{-} = (\hat{f}(\alpha))^{-} \). Finally, if \( \mu_p \) is the measure on \( G \) associated with the positive definite function \( p \in L^\infty(G) \), we have
\[ \int f(x) \overline{p(x)} \, dx = \int \overline{f(\alpha)} \, d\mu_p(\alpha) = \int f(x) \left[ \int \overline{(x, \alpha)} \, d\mu_p(\alpha) \right] \, dx \]
for all \( f \in L^1 \), implying that \( p(x) = \int (x, \alpha) \, d\mu_p(\alpha) \) for almost all \( x \). Any function \( p \) defined this way is positive definite, for it clearly belongs to \( L^\infty \), and

\[
(f * f^*, \mu_p) = \int \int (f * f^*)(x)(x, \alpha) \, dx \, d\mu_p(\alpha) = \int |f|^2 \, d\mu_p \geq 0.
\]

The Bochner theorem can therefore be reformulated in the present context as follows:

**Theorem.** The formula

\[
p(x) = \int (x, \alpha) \, d\mu(\alpha)
\]

sets up a norm preserving isomorphism between the convex set of all finite positive Baire measures \( \mu \) on \( \hat{G} \) and the convex set of all positive definite functions \( p \in L^\infty(G) \).

**Corollary.** Every positive definite function \( p \in L^\infty(G) \) is (essentially) uniformly continuous.

**Proof.** This is because the measure \( \mu_p \) is mostly confined to a compact set \( C \) and the character function \( (x, \alpha) \) is continuous in \( x \) uniformly over all \( \alpha \in C \). Given \( \epsilon \) we choose a compact subset \( C \) of \( \hat{G} \) such that \( \mu_p(C') < \epsilon/4 \) (\( C' \) being the complement of \( C \)), and then find a neighborhood \( V \) of the identity in \( G \) such that \( |(x_1, \alpha) - (x_2, \alpha)| < \epsilon/2\mu_p(C) \) if \( x_1x_2^{-1} \in V \) and \( \alpha \in C \) (by 5F again). Then

\[
|\int [(x_1, \alpha) - (x_2, \alpha)] \, d\mu_p(\alpha)| \leq \int_C + \int_{C'} \leq \frac{\epsilon}{2} + \frac{\epsilon}{2}
\]

when \( x_1x_2^{-1} \in V \). Thus \( \int (x, \alpha) \, d\mu_p(\alpha) \) is uniformly continuous.

**36B.** Let \( \wp \) be the class of positive definite functions. Because \( L^1(G) \) has an approximate identity, it follows that the vector space \( [L^1 \cap \wp] \) generated by \( L^1 \cap \wp \) is dense in \( L^1 \). For \( L^1 \cap L^\infty \) is dense in \( L^1 \), and if \( f \in L^1 \cap L^\infty \) and \( u \) runs through an approximate identity (also chosen from \( L^1 \cap L^\infty \)), then \( f * u \) is at once an approximation to \( f \) and a linear combination of four positive definite functions like \( (f + u) * (f + u)^* \). By exactly the same argument \( [L^1 \cap \wp] \) is dense in \( L^2(G) \).
The Bochner theorem above and the abstract Plancherel-like theorem of 26J now lead us to the following $L^1$-inversion theorem.

**Theorem.** If $f \in [L^1 \cap \varphi]$, then $\hat{f} \in \hat{L}^1$ and

$$f(x) = \int (x, \alpha)\hat{f}(\alpha) \, d\alpha$$

for almost all $x$, where $d\alpha$ is the Haar measure of $\hat{G}$ suitably normalized.

**Proof.** Let $\varphi$ be the positive functional defined on the ideal $L^0$ of uniformly continuous functions of $L^1$ by $\varphi(f) = f(e)$. We have observed earlier (31G) that a function $p \in L^1 \cap \varphi$ is positive definite with respect to $\varphi$ in the sense of the Plancherel-type theorem of 26J, and we can therefore conclude from that theorem that there exists a unique positive Baire measure $m$ on $\hat{G}$ such that $\hat{p} \in L^1(m)$ and $(f, p) = \int \hat{f}\hat{p} \, dm$ whenever $p \in L^1 \cap \varphi$ and $f \in L^1$. The formula $p(x) = \int (x, \alpha)\hat{p}(\alpha) \, d\alpha$ is the same as that of the Bochner theorem in 36A. We have left only to prove that $m$ is the Haar measure of $\hat{G}$. But if $p \in L^1 \cap \varphi$, then a direct check shows that $p(x)(x, \alpha_0) \in L^1 \cap \varphi$ for any character $\alpha_0$, and we have

$$\int \hat{p}(\alpha) \, d\alpha = p(e) = p(e)(e, \alpha_0) = \int \hat{p}(\alpha_0 \alpha) \, d\alpha,$$

where we have used the directly verifiable fact that $\hat{p}_{\alpha_0}$ is the Fourier transform of $p_{\alpha_0}$. Since the algebra generated by $L^1 \cap \varphi$ is dense in $L^1$, and the transforms $\hat{p}$ are therefore dense in $\mathcal{C}(\hat{G})$, the above equation shows $m$ to be translation invariant and therefore the Haar measure of $\hat{G}$.

**Remark:** If $T$ is the Fourier transformation $f \to \hat{f}$ from $L^1(G)$ into $\mathcal{C}(\hat{G})$, then the mapping $\mu \to p$ defined by $p(x) = \int (x, \alpha) \, d\mu(\alpha)$ from the space of all bounded complex-valued Baire measures on $\hat{G}$ ($\mathcal{C}(\hat{G})^*$) into $L^\omega(G) (= L^1(G)^*)$ is the adjoint mapping $T^*$. It must be remembered, however, that the identification of $L^\omega$ with $(L^1)^*$ is taken to be a conjugate-linear mapping in order that the
ordinary scalar product formula can be used: \( P(f) = \int f(x) \overline{p(x)} \, dx \), where \( P \) and \( p \) are corresponding elements of \( (L^1)^* \) and \( L^\infty \). The same remark holds for the identification of \( \mathcal{C}(\hat{G})^* \) with the space of bounded Baire measures. It is this twist which is responsible for the factor \( (\alpha, \alpha) \) in the integrand of \( T^* \) whereas \( (\bar{x}, \alpha) \) occurs in that of \( T \).

The inversion theorem above shows that \( T^* = T^{-1} \) when \( T \) is restricted to \( [L^1 \cap \Phi] \). However the function \( \hat{f} \) occurring in the range of \( T \) is taken as an element of \( \mathcal{C}(\hat{G}) \), whereas the same function as an element of the domain of \( T^* \) is considered as a measure \( (\hat{f}(\alpha) \, d\alpha) \) on \( \hat{G} \). This discrepancy vanishes when the \( L^2 \) norms are used; \( T \) then turns out to be a unitary mapping and the equation \( T^* = T^{-1} \) is proper. This is the point of the Plancherel theorem, both in its general form (26J) and its group form (36D).

36C. It is evident that the inversion formula must be multiplied by a constant if a different Haar measure is used on \( G \); that is, the inversion formula picks out a unique Haar measure on \( \hat{G} \) in terms of the given Haar measure on \( G \). In specific cases the correct determination of \( m \) on \( \hat{G} \) in terms of \( \mu \) on \( G \) is an interesting and non-trivial problem. A possible procedure is to calculate explicitly the transform and inverse transform of some particular, easily handled function.

By way of illustration consider the group \( R \) and the function \( f(x) = e^{-x^2/2} \). If in the formula

\[
\hat{f}(y) = \int_{-\infty}^{\infty} e^{-x^2/2} e^{-iyx} \, dx
\]

we differentiate with respect to \( y \) and then integrate by parts we find that \( u = \hat{f}(y) \) satisfies the differential equation \( du = -uy \, dy \), so that \( \hat{f}(y) = Ce^{-y^2/2} \). In order to determine \( C \) we observe that \( \hat{f}(0) = C = \int_{-\infty}^{\infty} e^{-x^2/2} \, dx \). Then

\[
C^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(x^2 + y^2)/2} \, dx \, dy = \int_{0}^{2\pi} \int_{0}^{\infty} e^{-r^2/2} r \, dr \, d\theta = 2\pi,
\]

and \( C = (2\pi)^{1/4} \). Therefore if we take Haar measure on \( R \) to be \( dx/(2\pi)^{1/4} \) instead of \( dx \) the function \( e^{-x^2/2} \) transforms into itself.
Now we must choose Haar measure $C \, dy$ on $\hat{R} = R$ so that the inverse formula
\[
e^{-x^2/2} = \int_{-\infty}^{\infty} e^{-y^2/2} e^{iyx} C \, dy
\]
holds. Since this equation is real it is the same as its complex conjugate above and $C$ must be $1/(2\pi)^{1/2}$. Thus if $f(x) \in [L^1 \cap P]$, then $\hat{f}(y) \in [L^1 \cap P]$, where
\[
\hat{f}(y) = \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{\infty} f(x) e^{-iyx} \, dx
\]
and
\[
f(x) = \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{\infty} \hat{f}(y) e^{iyx} \, dy;
\]
both integrals being absolutely convergent. This, of course, is the classical choice for the Haar measures on $R$ and $\hat{R} = R$. It is easy to see that all other pairs of associated measures are of the form $(\lambda \, dx/(2\pi)^{1/4}, dy/\lambda(2\pi)^{1/4})$.

The proper pairing of measures for compact and discrete groups such as $R/I$ and $I$ will follow from 38B.

36D. The Plancherel theorem. The Fourier transformation $f \to Tf = \hat{f}$ preserves scalar products when confined to $[L^1 \cap \varphi]$, and its $L^2$-closure is a unitary mapping of $L^2(G)$ onto $L^2(\hat{G})$.

Proof. The heart of the Plancherel theorem has already been established in 26J and restated implicitly in the $L^1$ inversion theorem above, namely, that the restriction to $[L^1 \cap \varphi]$ of the Fourier transformation $f \to Tf = \hat{f}$ satisfies $(Tf, Tp) = (\hat{f}, \hat{p}) = \varphi(f * p) = (f, p)$ and is therefore an isometry when the $L^2$ norms are used.

The remainder of the theorem is that $T$ has a unique extension to a unitary mapping of the whole of $L^2(G)$ onto the whole of $L^2(\hat{G})$. That $[L^1 \cap \varphi]$ is dense in $L^2$ has been remarked earlier; it depends on the fact that convolutions $f * g$ with $f, g \in L^1 \cap L^2$ belong to $[L^1 \cap \varphi]$ and are dense in $L^2$. Thus $T$ has a unique extension to the whole of $L^2(G)$, and the extended range is a complete (and hence closed) subspace of $L^2(\hat{G})$. We will be finished therefore if we can prove that the range of $T$ is dense in $L^2(\hat{G})$. 

LOCALLY COMPACT ABELIAN GROUPS 145
Now if \( F \in L^1 \cap L^2(\mathcal{G}) \), then \( f = T^*(F) \in L^2(G) \). For \( f \) is bounded and uniformly continuous, and if \( g \in L^1 \cap L^2(G) \), then
\[
| (g, f) | = | (\hat{g}, F) | \leq \| F \|_2 \| \hat{g} \|_2 = \| F \|_2 \| g \|_2,
\]
proving that \( f \in L^2(G) \) and \( \| f \|_2 \leq \| F \|_2 \). If also \( H \in L^1 \cap L^2(\mathcal{G}) \), then \( h \in L^2(G) \) and \( hf = T^*(H \ast F) \in [L^1 \cap \emptyset] \). Thus \( H \ast F = T(hf) \) by the inversion theorem, and since such convolutions \( H \ast F \) are dense in \( L^2(\mathcal{G}) \) we are finished.

We have also, as a corollary of the above method of proof, the following:

**Corollary.** \( L^1(G) \) is semi-simple and regular.

**Proof.** If \( f \in L^1 \) and \( g \in L^2 \), then \( f \ast g \in L^2 \) and \( T(f \ast g) = \hat{f} \hat{g} \). If \( f \neq 0 \), the convolution operator \( U_f \) defined on \( L^2(G) \) by \( f \) is not zero (32C) and therefore the operator on \( L^2(\mathcal{G}) \) defined by multiplication by \( \hat{f} \) is not zero. That is, if \( f \neq 0 \) in \( L^1(G) \), then \( \hat{f} \neq 0 \) in \( \mathfrak{c}(\mathcal{G}) \), and \( L^1(G) \) is semi-simple.

The reader is reminded that \( L^1(G) \) is regular if for every closed set \( F \subset \mathcal{G} \) and every point \( \alpha \in F \) there exists \( f \in L^1 \) such that \( \hat{f} = 0 \) on \( F \) and \( f(\alpha) \neq 0 \). We prove directly the stronger assertion about local identities in \( L^1(\mathcal{G}) \) (25C), namely, that if \( F \) and \( U \) are subsets of \( \mathcal{G} \) such that \( F \) is compact, \( U \) is open and \( F \subset U \), then there exists \( f \in L^1(G) \) such that \( \hat{f} = 1 \) on \( F \) and \( f = 0 \) on \( U' \). To see this we choose a symmetric Baire neighborhood \( V \) of the identity in \( \mathcal{G} \) such that \( V^3 F \subset U \) and let \( \check{g} \) and \( \check{h} \) be respectively the characteristic functions of \( V \) and a Baire open set between \( VF \) and \( V^2 F \). Then the convolution \( \check{g} \ast \check{h} \) is identically equal to \( m(V) \) on \( F \) and to zero outside of \( U \). Since \( \check{g} \ast \check{h} = T(gh) \), the desired function is \( f = gh/m(V) \).

**36E.** We conclude this section by translating the representation theorem of 26F to the group setting. If \( T (s \rightarrow T_s) \) is any unitary representation of an Abelian group by unitary transformations on a Hilbert space \( H \), the considerations of § 32 tell us that \( T \) is completely equivalent to a \( \ast \)-representation of the group algebra \( L^1(G) \). Then, as in 26F, \( T \) can be “transferred” to the algebra of transforms \( \hat{f} \) and then extended to a \( \ast \)-representation of the algebra of all bounded Baire functions on \( \mathcal{G} \). The trilinear functional \( I(f, x, y) = (T_f x, y) \), for fixed \( x \) and \( y \), is a bounded complex-valued integral on \( \mathfrak{c}(\mathcal{G}) \), and satisfies \( I(F \hat{g}, x, y) = \ldots \)
Thus \( (T_\alpha T_\beta x, y) = (T_\alpha^{-1}x, y) = I((s^{-1}, \alpha) \delta(\alpha), x, y) = I(\hat{s}, T_\alpha x, y) \). The operator \( T_\varphi \) corresponding to the characteristic function \( \varphi_E \) of the set \( E \) is a projection, designated \( P_E \), and \( (P_E x, y) \) is the complex-valued measure corresponding to the above integral. (The correspondence \( E \rightarrow P_E \) is called a projection-valued measure.) The above equation can therefore be written

\[
(T_\alpha u, y) = \int (s, \alpha) \, d(P_\alpha u, y),
\]

where we have set \( u = T_\alpha x \). Since such elements are dense in \( H \), this restriction on \( u \) can be dropped. We can summarize this result, using the symbolic integral of spectral theory, as follows:

**Stone's theorem.** If \( T \) is a unitary representation of the locally compact Abelian group \( G \) by unitary transformations on a Hilbert space \( H \), then there exists a projection-valued measure \( P_E \) on \( \hat{G} \) such that

\[
T_\alpha = \int (s, \alpha) \, dP_\alpha.
\]

The projections \( P_E \) form the so-called spectral family of the commutative family of operators \( T_\alpha \). Each such projection defines a reduction of the representation \( T \) into the direct sum of \( TP_E \) operating on the range of \( P_E \) and \( T(1 - P_E) = TP_E' \) operating on its orthogonal complement in \( H \). The further analysis of the reducibility of \( T \) depends directly on the multiplicity theory of the family of projections \( P_E \) and is beyond the reach of this book.

§ 37. MISCELLANEOUS THEOREMS

This section contains the Tauberian theorem and its generalizations, the Pontriagin duality theorem, and a simple case of the Poisson summation formula.

**37A.** The Tauberian theorem, as proved in 25D, applies to any regular commutative Banach algebra, and hence (see 36D, corollary) to the \( L^1 \)-group algebra of an Abelian locally compact group. The extra condition of the theorem, that the elements whose Fourier transforms vanish off compact sets are dense in the algebra, is always satisfied in this case. For \( L \) is dense in
and hence the elements of $L^2$ whose transforms lie in $\hat{L}$ are dense in $L^2$. Since every function of $L^1$ is a product of functions in $L^2$, it follows via the Schwarz inequality that the functions of $L^1$ whose transforms lie in $\hat{L}$ are dense in $L^1$. We can now restate the Tauberian theorem.

**Theorem.** If $G$ is a locally compact Abelian group, then every proper closed ideal of $L^1(G)$ is included in a regular maximal ideal.

**Corollary 1.** If $f \in L^1$ is such that $f$ never vanishes, then the translates of $f$ generate $L^1$.

**Proof.** By hypothesis $f$ lies in no regular maximal ideal. The closed subspace generated by the translates of $f$ is (by 31F) a closed ideal, and therefore by the theorem is the whole of $L^1$.

**Corollary 2. (The generalized Wiener Tauberian theorem.)** Let $G$ be any locally compact Abelian group which is not compact. Let $k \in L^1$ be such that $k$ never vanishes and let $g \in L^\infty$ be such that the continuous function $k \ast g$ vanishes at infinity. Then $f \ast g$ vanishes at infinity for every $f \in L^1$.

**Proof.** The set $I$ of functions $f \in L^1$ such that $f \ast g$ vanishes at infinity is clearly a linear subspace, and $I$ is invariant since $f \ast g = (f \ast g) \ast$ vanishes at infinity if $f \ast g$ does.

$I$ is also closed. For if $f \in \overline{I}$ and $\varepsilon$ is given, we can choose $h \in I$ such that $\| f - h \|_1 < \varepsilon/(2\| g \|_\infty)$, and we can choose a compact set $C$ such that $| (h \ast g)(x) | < \varepsilon/2$ outside of $C$. Since $| (f \ast g)(x) - (h \ast g)(x) | \leq \| f - h \|_1 \| g \|_\infty < \varepsilon/2$, it follows that $| (f \ast g)(x) | < \varepsilon$ outside of $C$. Therefore $f \ast g$ vanishes at infinity and $f \in I$.

Therefore (by 31F again) $I$ is a closed ideal, and since it contains $k$ it is included in no regular maximal ideal. It follows from the theorem that $I = L^1$.

**Corollary 3. (The Wiener Tauberian theorem.)** If $k \in L^1(R)$ is such that $k$ never vanishes and $g \in L^\infty$ is such that $(k \ast g)(x) \to 0$ as $x \to +\infty$, then $(f \ast g)(x) \to 0$ as $x \to +\infty$ for every $f \in L^1$.

This is not quite a special case of the above corollary since it concerns being zero at infinity only in one direction. However the proof is the same.
37B. The Tauberian theorem in the general form of the theorem of 37A asserts that a closed ideal is the kernel of its hull if its hull is empty, and is thus a positive solution to the general problem of determining under what conditions a closed ideal in a group algebra $L^1(G)$ is equal to the kernel of its hull. That the answer can be negative was shown by Schwartz (C. R. Acad. Sci. Paris 227, 424–426 (1948)), who gave a counter example in the case where $G$ is the additive group of Euclidean 3-space. The positive theorem also holds for one-point hulls. This was proved for the real line by Segal [44] and extended, by means of structure theory, to general locally compact Abelian groups by Kaplansky [27]. Helson has given a proof of the generalized theorem which is independent of structural considerations [24]. In the proof below we use a function which has been discussed both by Helson and by Reiter (Reiter's paper is unpublished at the time of writing) to give a direct proof that the condition of Ditkin (25F) is valid in the $L^1$ algebra of any locally compact Abelian group. This immediately implies (by 25F) the strongest known positive theorem.

**Lemma.** If a regular, semi-simple Banach algebra $A$ has an approximate identity and has the property (of Wiener's theorem) that elements $x$ such that $\hat{x}$ has compact support are dense in $A$, then $A$ satisfies the condition D at infinity.

**Proof.** This lemma has content only if $\mathfrak{m}$ is not compact. We must show that for every $x$ and $\varepsilon$ there exists $y$ such that $\hat{y}$ has compact support and $||xy - x|| < \varepsilon$. Because $A$ has an approximate identity there exists $u$ such that $||xu - x|| < \varepsilon/2$, and then, by the Wiener condition, there exists $y$ such that $\hat{y}$ has compact support and $||y - u|| < \varepsilon/2||x||$. Then $||xy - xu|| < \varepsilon/2$ and $||xy - x|| < \varepsilon$, q.e.d.

**Corollary.** It then follows that, if $I$ is a closed ideal with a compact hull, then $I$ contains every element $x$ such that hull $(I) \subset \text{int (hull} (x))$.

**Proof.** It follows from the theorem that there exists $y$ such that $\hat{y}$ has compact support and $||xy - x|| < \varepsilon$. But then $xy \subset I$ by 25D, and since $I$ is closed we have $x \subset I$. 


37C. In order to establish the condition $D$ at finite points we introduce the function mentioned above.

Let $U$ be any symmetric Baire neighborhood of the identity $\hat{e}$ in $G$ such that $m(U) < \infty$, where $m$ is the Haar measure of $G$. Let $V$ be any second such neighborhood whose closure is compact and included in $U$, and taken large enough in $U$ so that $m(U)/m(V) < 2$. Let $\hat{u}$ and $\hat{v}$ be the characteristic functions of $U$ and $V$ respectively, and let $u$ and $v$ be their inverse Fourier transforms in $L^2(G)$. Then the function $j = uv/m(V)$ belongs to $L^1(G)$, and $\|j\|_1 \leq \|u\|_2 \|v\|_2/m(V) = \|\hat{u}\|_2 \|\hat{v}\|_2/m(V) = [m(U)/m(V)]^{1/2} < 2$. Moreover if $W$ is a neighborhood of $\hat{e}$ such that $VW \subseteq U$ then $j = \hat{u} \ast \hat{v}/m(V) = (1/m(V)) \int \hat{u}(\alpha)\hat{v}(\alpha^{-1} \beta) \, d\alpha = 1$ if $\beta \in W$.

**Lemma.** Given any compact set $C \subseteq G$ and any $\epsilon > 0$ there exists a function $j \in L^1$ such that $j \equiv 1$ in some neighborhood of the identity $\hat{e}$ in $G$, $\|j\|_1 < 2$, and $\|j - j_x\|_1 < \epsilon$ for every $x \in C$.

**Proof.** We define $j$ as above, taking for $U$ any symmetric Baire open subset of the open set $\{\alpha: 1 - (x, \alpha) < \epsilon/4 \text{ for all } x \in C\}$ (see 5F). Since $j - j_x = [u(v - v_x) + v_x(u - u_x)]/m(V)$ and since, with the above choice of $U$, $\|u - u_x\|_2^2 = \int |\hat{u}(\alpha)(1 - (x, \alpha))|^2 \, d\alpha \leq m(U) \sup_{\alpha \in U} |1 - (x, \alpha)|^2 < m(U)(\epsilon/4)^2$ if $x \in C$ (and similarly for $\|v - v_x\|_2$), we have $\|j - j_x\|_1 \leq 2m(U)m(V))^{1/2}\epsilon/4m(V) < \epsilon$ for every $x \in C$, q.e.d.

**Corollary.** If $f \in L^1(G)$ and $f(\hat{e}) = 0$ then $f \ast j \to 0$ as $U$ decreases through the symmetric Baire neighborhoods of $\hat{e}$.

**Proof.** Given $\delta$ we choose $C$ in the above lemma to be symmetric and satisfying $\int_{C'} |f| < \delta/8$, and set $\epsilon = \delta/2\|f\|_1$. Then $f \ast j(y) = \int f(x)j(x^{-1}y) \, dx = \int f(x)(j(x^{-1}y) - j(y)) \, dx$, and $\|f \ast j\|_1 \leq \int |f(x)| \|j_x^{-1} - j\|_1 \, dx = \int_{C} + \int_{C'} < \|f\|_1\epsilon + (\delta/8)4 = \delta$.

This corollary leads at once to the condition $D$ at the identity $\hat{e}$; it then follows for other points upon translating.
Theorem. There exists a uniformly bounded directed set of functions \( v \in L^1(G) \) such that \( \hat{v} \equiv 0 \) in a neighborhood of \( \hat{e} \) and such that \( f \ast v \to f \) for every \( f \in L^1(G) \) such that \( \hat{f}(\hat{e}) = 0 \).

Proof. Let \( u \) run through an approximate identity and set \( v = u - j \ast u \). Then \( \|v\|_1 \leq 3 \) and \( \hat{v} = \hat{u} - \hat{u} \hat{j} = 0 \) in the neighborhood of \( \hat{e} \) where \( j = 1 \). Also \( \|f - f \ast v\|_1 \leq \|f - f \ast u\|_1 + \|f \ast j\|_1 \|u\|_1 \to 0 \), q.e.d.

It follows that Silov's theorem (25F) is valid for the group algebras of locally compact Abelian groups. We restate the theorem slightly.

Theorem. Let \( I \) be a closed ideal in \( L^1(G) \) and \( f \) a function of \( L^1(G) \) such that \( \hat{f}(\alpha) = 0 \) whenever \( \alpha \) is a character at which every function of \( I \) vanishes; that is, hull \( (I) \subset \text{hull} \ (f) \), or \( f \in k(h(I)) \). Suppose furthermore that the part of the boundary of \( \text{hull} \ (f) \) which is included in \( \text{hull} \ (I) \) includes no non-zero perfect set. Then \( f \in I \).

Corollary. If \( I \) is a closed ideal in \( L^1(G) \) whose hull is discrete (i.e., consists entirely of isolated points) then \( I = k(h(I)) \).

37D. We have seen that the character function \((x, \alpha), x \in G, \alpha \in \hat{G}, \) is continuous in \( x \) and \( \alpha \) together. Also that \((x, \alpha_1 \alpha_2) = (x, \alpha_1)(x, \alpha_2) \). Therefore, every element \( x \) in \( G \) defines a character on \( \hat{G} \), and the mapping of \( G \) into \( \hat{G} \) thus defined is clearly an algebraic homomorphism. The Pontriagin duality theorem asserts that this mapping is an isomorphism and a homeomorphism onto \( \hat{G} \), so that \( G \) can be identified with \( \hat{G} \).

By using the considerable analytic apparatus available to us we can deduce a short proof of this theorem.

The space \([L^1 \cap \varnothing] \) corresponds exactly to the space \([L^1 \cap \hat{\varnothing}] \) under the Fourier transform and forms an algebra \( A \) of uniformly continuous functions vanishing at infinity and separating the points of \( G \) (since it includes the subalgebra generated by \([L^1 \cap L^2] \ast [L^1 \cap L^2]) \); see 36A, B). The weak topology determined on \( G \) by \( A \) is therefore the given topology of \( G \) (5G). But, as the Fourier transform of a function \( f \in [L^1 \cap \hat{\varnothing}] \), each such \( f \) has a unique extension to the whole of \( \hat{G} \), and under this extension \([L^1 \cap \varnothing] \) is isomorphic to \([L^1 \cap \varnothing](\hat{G}) \). Since the topology of \( \hat{G} \) is the weak topology defined by these extended func-
tions, it follows that \( G \) is imbedded in \( \hat{G} \) with the relative topology it acquires from \( \hat{G} \), and that \( G \) is dense in \( \hat{G} \). (Otherwise we could construct a non-zero convolution of two functions of \((L^1 \cap L^2)(\hat{G})\) which vanishes identically on \( G \), contradicting the isomorphic extension.) Since the subsets of \( G \) and \( \hat{G} \) on which \(| \mathbf{f} | > \epsilon > 0\) have compact closures in both topologies and one is dense in the other, we can conclude that their closures are identical. Therefore \( G = \hat{G} \), finishing the proof of the duality theorem.

37E. The Poisson summation formula. Let \( f \) be a function on \( R = (-\infty, \infty) \) and let \( F \) be its Fourier transform. Let \( \alpha \) be any positive number and let \( \beta = 2\pi/\alpha \). Then under suitable conditions on \( f \) it can be shown that

\[
\sqrt{\alpha} \sum_{-\infty}^{\infty} f(n\alpha) = \sqrt{\beta} \sum_{-\infty}^{\infty} F(n\beta),
\]

which is the Poisson formula.

The formal proof proceeds as follows. The function \( g(x) = \sum_{-\infty}^{\infty} f(x + n\alpha) \) is periodic and hence can be considered to be defined on the reals mod \( \alpha \). The characters of this quotient group are the functions \( e^{imx(2\pi/\alpha)} = e^{im\beta x} \), and its character group, as a subgroup of \( \hat{R} = R \) (see 35B), is the discrete group \( \{m\beta\}_{-\infty}^{\infty} \). Then

\[
G(m\beta) = \frac{1}{\alpha} \int_{0}^{\alpha} e^{-im\beta x} g(x) \, dx = \frac{1}{\alpha} \sum_{n=-\infty}^{\infty} \int_{0}^{\alpha} e^{-im\beta x} f(x + n\alpha) \, dx
\]

\[
= \frac{1}{\alpha} \sum_{n=-\infty}^{\infty} \int_{n\alpha}^{(n+1)\alpha} e^{-im\beta x} f(x) \, dx = \frac{1}{\alpha} \int_{-\infty}^{\infty} e^{-im\beta x} f(x) \, dx
\]

\[
= \frac{\sqrt{2\pi}}{\alpha} F(m\beta) = \sqrt{\frac{\beta}{\alpha}} F(m\beta).
\]

But by the inversion theorem \( g(x) = \sum_{-\infty}^{\infty} e^{im\beta x} G(m\beta) \). Therefore

\[
\sum_{-\infty}^{\infty} f(n\alpha) = g(0) = \sum_{-\infty}^{\infty} G(m\beta) = \sqrt{\frac{\beta}{\alpha}} \sum_{-\infty}^{\infty} F(m\beta),
\]

giving the Poisson formula.

We now present a proof in the general situation, with the function \( f \) severely enough restricted so that the steps of the formal proof are obviously valid. More could be proved by careful
arguing, but our purpose here is only to display the group setting of the theorem.

**Theorem.** Let $G$ be a locally compact Abelian group and let $H$ be a closed subgroup. Let the Haar measures on $G$, $H$ and $G/H$ be adjusted so that $\int_G = \int_{G/H} \int_H$, and let $f$ be a function of $[L^1 \cap \varnothing](G)$ such that $g(y) = \int_H f(xy) \, dx$ is a continuous function (on $G/H$) of $y$. Then

$$\int_H f(x) \, dx = \int_{G/H} \hat{f}(\alpha) \, d\alpha.$$

**Proof.** The character group of $G/H$ is by 35B the set of characters $\alpha \in \hat{G}$ such that $(xy, \alpha) = (y, \alpha)$ for every $x \in H$. Then

$$\hat{g}(\alpha) = \int_{G/H} \overline{(y, \alpha)} g(y) \, dy = \int_{G/H} \overline{(y, \alpha)} \left[ \int_H f(xy) \, dx \right] \, dy$$

$$\int_{G/H} \int_H (xy, \alpha) f(xy) \, dx \, dy = \int_G (x, \alpha) f(x) \, dx = \hat{f}(\alpha).$$

But by the inversion theorem $g(y) = \int_{G/H} (x, \alpha) \hat{g}(\alpha) \, d\alpha$. Therefore

$$\int_H f(x) \, dx = g(0) = \int_{G/H} \hat{g}(\alpha) \, d\alpha = \int_{G/H} \hat{f}(\alpha) \, d\alpha,$$

which is the desired formula.

§ 38. COMPACT ABELIAN GROUPS AND GENERALIZED FOURIER SERIES

If $G$ is compact and Abelian, its Fourier transform theory is contained in the analysis of $H^*$-algebras carried out in § 27 and its application in Chapter VIII. However, a simple direct discussion will be given here.

38A. **Theorem.** $G$ is compact if and only if $G$ is discrete.

**Proof.** Reversing the roles of $G$ and $\hat{G}$ we remark, first, that, if $G$ is discrete, then $L^1(G)$ has an identity (31D) and $G$ is compact as the maximal ideal space of a commutative Banach algebra with an identity (19B). Second, since $L^1(G)$ is semi-simple
and self-adjoint, it follows from 26B that, if \( G \) is compact, then an identity can actually be constructed for \( L^1(G) \) by applying the analytic function 1 to an everywhere positive function \( \hat{f} \) in the transform algebra, and (by 31D again) \( G \) is discrete. The theorem as stated now follows from the duality theorem.

The second part of the argument can be proved directly as follows. If \( G \) is compact, then the set of characters \( \alpha \) such that \( \| \alpha - 1 \|_{\infty} < \frac{1}{2} \) is an open neighborhood of the identity character 1 (by 34C) which obviously contains only the identity character; thus the topology of \( \hat{G} \) is discrete.

38B. Theorem. If \( G \) is compact and its Haar measure is normalized so that \( \mu(G) = 1 \), then the inversion theorem requires that the Haar measure on \( \hat{G} \) be normalized so that the measure of each point is 1.

Proof. If the measure of a point in \( \hat{G} \) is 1, then the identity of \( L^1(\hat{G}) \) is the function \( \hat{u} \) which has the value 1 at \( \alpha = \hat{e} \) and the value 0 elsewhere. Since convolutions on \( \hat{G} \) correspond to ordinary pointwise products on \( G \), \( \hat{u} \) is the transform of \( u \equiv 1 \). Thus \( \hat{u}(\alpha) = \int (x, \alpha) \, dx = 1 \) if \( \alpha = \hat{e} \) and = 0 otherwise. Since \((x, \hat{e}) \equiv 1\), this implies that \( \mu(G) = \int 1 \, dx = 1 \), so that the measures match as stated in the theorem.

The above identity can also be written \( \int (x, \alpha_1)(x, \alpha_2) \, dx = \int (x, \alpha_2\alpha_1^{-1}) \, dx = 1 \) if \( \alpha_2 = \alpha_1 \) and = 0 if \( \alpha_2 \neq \alpha_1 \). Thus:

Corollary. The characters on \( G \) form an orthonormal set.

38C. The characters form a complete orthonormal set in \( L^2(G) \) and the (Fourier series) development \( f(x) = \sum_1 \phi(f, \alpha_n)\alpha_n \) of a function \( f \in L^2(G) \) is the inverse Fourier transform.

Proof. If \( f(x) \in L^2 \), then \( \hat{f} \in L^2 \), so that \( \hat{f}(\alpha) = 0 \) except on a countable set \( \{\alpha_n\} \) and, if \( c_n = \phi(\alpha_n) = \int f(x)(x, \alpha_n) \, dx = (f, \alpha_n) \), then
\[
\int |f|^2 \, dx = \int |\hat{f}|^2 \, d\alpha = \sum_1 |c_n|^2,
\]
which is Parseval's equation. The continuous function \( f_n = \sum_{i}^{n} c_i \alpha_i \) is by its definition the inverse Fourier transform of the finite-valued function \( \hat{f}_n \) equal to \( c_i \) at \( \alpha_i \), if \( i \leq n \) and equal to 0 elsewhere. Since \( \hat{f}_n \) clearly converges \( (L^2) \) to \( \hat{f} \), it follows that \( f_n \) converges \( (L^2) \) to \( f \) and that the formula \( f(x) = \sum_{i}^{\infty} c_n(x, \alpha_n) = \int \hat{f}(\alpha)(x, \alpha) \, d\alpha \) is the inverse Fourier transform.

**38D.** Every continuous function on \( G \) can be uniformly approximated by finite linear combinations of characters.

This follows from the Stone-Weierstrass theorem, for the characters include the constant 1 and separate points. Since the product of two characters is a character, the set of finite linear combinations of characters forms an algebra having all the properties required.

A direct proof can be given. First \( f \) is approximated uniformly by \( f * u \) where \( u \) is an element of an approximate identity in \( L^1(G) \). Then, as above, \( f \) is approximated \( L^2 \) by \( f_n = \sum_{i}^{n} c_i(x, \alpha_i) \) and \( u \) by \( u_n = \sum_{i}^{n} d_i(x, \alpha_i) \), where the sequence \( \{\alpha_n\} \) includes all the characters at which either \( \hat{f} \) or \( \hat{u} \neq 0 \). Then \( f * u \) is approximated uniformly by \( f_n * u_n = \sum_{i}^{n} c_i d_i(x, \alpha_i) \). The last equation can be verified by writing out the convolution or by remembering that \( f_n * u_n = T^*(\hat{f}_n \hat{g}_n) \).

The partial sums of the Fourier expansion of \( f \) will in general not give uniform approximations.
Chapter VIII

COMPACT GROUPS AND ALMOST PERIODIC FUNCTIONS

If $G$ is compact $L^2(G)$ is an $H^*$-algebra, and the whole theory of § 27 can be taken over. Thus $L^2(G)$ is the direct sum of its (mutually orthogonal) minimal two-sided ideals, and it turns out that these are all finite dimensional and consist entirely of continuous functions; their identities (generating idempotents) are the characters of $G$. These facts, which are in direct generalization of the classical theory of the group algebra of a finite group, are presented in § 39, and in § 40 they are used to obtain the complete structure of unitary representations of $G$. § 41 presents the theory of almost periodic functions on a general group, following a new approach.

§ 39. THE GROUP ALGEBRA OF A COMPACT GROUP

39A. The Haar measure of a compact group is finite and generally normalized to be 1. Then $|| f ||_1 \leq || f ||_2 \leq || f ||_\infty$. Moreover, on any unimodular group the Schwarz inequality implies that $|| f * g ||_\infty \leq || f ||_2 || g ||_2$. Together, these two inequalities show that $L^\infty$ and $L^2$ are both Banach algebras. The latter is in fact an $H^*$-algebra; it is already a Hilbert space, and the further requirements that $(f * g, h) = (g, f^\ast * h)$, $|| f^\ast ||_2 = || f ||_2$ and $f * f^\ast \neq 0$ if $f \neq 0$ are all directly verifiable. Thus $f * f^\ast$ is continuous and $(f * f^\ast)(e) = || f ||_2^2 > 0$ if $f \neq 0$, and the other two conditions follow from the inverse invariance of the Haar measure of $G$. The fact that $L^2(G)$ is an $H^*$-algebra
means that its algebraic structure is known in great detail from the analysis of § 27. Moreover, further properties can be derived from the group situation; for instance we can now show that all minimal ideals are finite dimensional. Because of 27F this will follow if we can show that every closed ideal contains a non-zero central element, and we give this proof now before restating the general results of § 27.

Lemma 1. A continuous function \( h(x) \) is in the center of the algebra \( L^2(G) \) if and only if \( h(xy) \equiv h(yx) \).

Proof. \( h \in \text{center} (L^2) \) if and only if

\[
\int [h(xy)f(y^{-1}) - f(y)h(y^{-1}x)] dy = 0.
\]

Replacing \( y \) by \( y^{-1} \) in the second term of the integrand and remembering that \( f \) is arbitrary, the result follows. This proof works just as well for the \( L^1 \) algebra of a unimodular locally compact group.

Lemma 2. Every non-zero closed ideal \( I \subset L^2 \) contains a non-zero element of the center of \( L^2 \).

Proof. (After Segal [44].) Choose any non-zero \( g \in I \) and let \( f = g * g^* \); \( f \) is continuous since \( f(x) = (g_x, g) \) and since \( g_x \) is a continuous function of \( x \) as an element of \( L^2 \). Then \( f(axa^{-1}) \) is a continuous function of \( a \) if \( x \) is fixed, and, as an element of \( L^\infty \) is a continuous function of \( x \) (see 28B). Thus \( h(x) = \int f(axa^{-1}) da \) is continuous, and \( h(e) = f(e) = \| g \|_2^2 > 0 \), so that \( h \not= 0 \). Finally, if \( a \) is replaced by \( ay^{-1} \) in the integral for \( h(yx) \), it follows from the right invariance of Haar measure that \( h(yx) = h(xy) \), and hence that \( h \) is central. Moreover it is easy to see that \( h \in I \), for \( f \in I \) and \( f^a \in I \) by 31F, and it then follows from the Fubini theorem as in 31F that \( h \in I^{-1} = I \), q.e.d.

It now follows from 27F that every minimal two-sided ideal \( N \) of \( L^2(G) \) is finite-dimensional and contains an identity \( e \). It then follows further that every function \( f \in N \) is continuous, for \( f = f * e \), or \( f(x) = (f_x, e) \), and \( f_x \) as an element of \( L^2 \) is known to be a continuous function of \( x \).
We now state the global structure theorem from § 27 as modified above.

**Theorem.** $L^2(G)$ is the direct sum in the Hilbert space sense of its (mutually orthogonal) minimal two-sided ideals $N_\alpha$. Each minimal two-sided ideal $N_\alpha$ is a finite-dimensional subspace of continuous functions. It has an identity $e_\alpha$, and the projection on $N_\alpha$ of any function $f \in L^2(G)$ is $f_\alpha = f * e_\alpha = e_\alpha * f$. The regular maximal ideals of $L^2$ are the orthogonal complements of the minimal ideals, and every closed ideal in $L^2$ is at once the direct sum of the minimal ideals which it includes and the intersection of the maximal ideals which include it.

The only central functions in $N_\alpha$ are the scalar multiples of the identity $e_\alpha$, and every central function $f \in L^2$ has a Fourier series expansion $f = \sum \lambda_\alpha e_\alpha$, where $\lambda_\alpha e_\alpha = f * e_\alpha$. If $G$ is Abelian as well as compact, then each $N_\alpha$ is one-dimensional and the identities $e_\alpha$ are the characters of $G$.

39B. The fine structure of a single minimal two-sided ideal $N$ is also taken over from § 27, with additions. This time we state the theorem first.

**Theorem.** If $I_1, \ldots, I_n$ are orthogonal minimal left ideals whose direct sum is a minimal two-sided ideal $N$, then $I_1^*, \ldots, I_n^*$ are minimal right ideals with the same property and $I_i^* \cap I_j = I_i^* * I_j$ is one-dimensional. Therefore there exist elements $e_{ij} \in I_i^* \cap I_j$, uniquely determined if $i = j$ and uniquely determined except for a scalar multiple of absolute value 1 in any case, such that $e_{ij} * e_{kl} = e_{il}$ if $j = k$ and $= 0$ if $j \neq k$, $e_{ij} = e_{ij}^*$ and $e = \sum_i e_{ii}$. The functions $\{e_{ij}\}$ form an orthogonal basis for $N$ and the correspondence $f \leftrightarrow (e_{ij})$, where $f = \sum c_{ij} e_{ij}$, is an algebraic isomorphism between $N$ and the full $n \times n$ matrix algebra, involution mapping into conjugate transposition. Furthermore $\|e_{ij}\|_2^2 = n$ and $ne_{ik}(xy) = \sum_j e_{ij}(x)e_{jk}(y)$. The left ideals $I_i$ are isomorphic to each other (under the correspondence $I_i e_{ij} = I_j$) and to every other minimal left ideal in $N$.

**Proof.** The only new facts concern the equation $ne_{ik}(xy) = \sum_j e_{ij}(x)e_{jk}(y)$. The left ideal $I_k$ has the basis $e_{1k}, \ldots, e_{nk}$, and is invariant under left translation. Therefore, given $x$ and $i$
there exist constants $c_{ij}(x)$ such that $e_{ik}(xy) = \sum_j c_{ij}(x)e_{jk}(y)$. Then

$$e_{ij}(x) = [e_{i1} * e_{1j}](x) = \int e_{i1}(xy)e_{1j}(y^{-1}) \, dy$$

$$= \sum_m c_{im}(x) \int e_{m1}(y)e_{1j}(y) \, dy = c_{ij}(x) \| e_{i1} \|_2^2$$

$$= c_{ij}(x) \| e_{11} \|_2^2,$$

which gives the desired result if $\| e_{11} \|_2^2 = n$. But $\| e_{11} \|_2^4 = \| e_{11} \|_2^2 e_{11}(e) = \sum_{j=1}^n e_{1j}(x)e_{j1}(x^{-1}) = \sum_{j=1}^n |e_{1j}(x)|^2$, and integrating we get $\| e_{11} \|_2^4 = \sum_{j=1}^n \| e_{1j} \|_2^2 = n \| e_{11} \|_2^2$, or $\| e_{11} \|_2^2 = n$ as desired.

We have used the symbol $e$ ambiguously for both the identity of the group $G$ and of the ideal $N$.

39C. The identities $e_{a}$ are called characters in the compact theory as well as in the Abelian theory; this again is terminology taken over from the classical theory of finite groups. It is not surprising that there is a functional equation for characters here as well as in the Abelian case.

**Theorem.** If $f \in L^\infty(G)$, then there exists a scalar $\lambda$ such that $f/\lambda$ is a character if and only if there exists a scalar $\gamma$ such that

$$\int f(xsx^{-1}t) \, dx = \frac{f(s)f(t)}{\gamma}.$$

**Proof.** Given a character (or identity) $e_{a}$ in a minimal ideal $N_{a}$, we have $\int e_{a}(xsx^{-1}t) \, dx = \int e_{a}(sx^{-1}tx) \, dx$ because $e_{a}$ is central, and then we observe as in 39A, Lemma 2, that because of the left invariance of Haar measure the integral is a central function of $t$ for every fixed $s$. Since this central function belongs to $N_{a}$, it is a scalar multiple of $e_{a}$,

$$\int e_{a}(xsx^{-1}t) \, dx = k(s)e_{a}(t).$$

We evaluate $k(s)$ by taking $t = e$, giving $e_{a}(s) = k(s)n$ and

$$\int e_{a}(xsx^{-1}t) \, dx = e_{a}(s)e_{a}(t)/n, \quad \text{where} \quad n = e_{a}(e) = \| e_{a} \|_2^2.$$

If $f = \lambda e_{a}$, then clearly $\int f(xsx^{-1}t) \, dx = f(s)f(t)/\gamma$, where $\gamma = n\lambda$. 
Now suppose conversely that \( f \) satisfies this identity. As above
\[
\int f(xsx^{-1}t) \, dx \text{ is a central function in } s \text{ for every fixed } t, \text{ and it}
\]
follows from the assumed identity that \( f \) is central. If \( N_\alpha \) is some
minimal ideal on which \( f \) has a non-zero projection \( f * e_\alpha = \lambda e_\alpha \), then
\[
\int \int f(xsx^{-1}t)e_\alpha(t^{-1}) \, dx \, dt = \lambda \int e_\alpha(xsx^{-1}) \, dx = \lambda e_\alpha(s)
\]
\[
\int \int f(xsx^{-1}t)e_\alpha(t^{-1}) \, dx \, dt = \frac{f(s)}{\gamma} \int f(t)e_\alpha(t^{-1}) \, dt = f(s) \frac{(f, e_\alpha)}{\gamma}.
\]
Since \( (f, e_\alpha) = [f * e_\alpha](e) = \lambda e_\alpha(e) = \lambda n \), we see that \( f(s) = \gamma e_\alpha(s)/n \), which is the desired result. Notice also that \( \gamma = \lambda n \) as before.

39D. A function \( f \in L^2 \) is defined to be almost invariant if its
mixed translates \( f_a^b \) generate a finite-dimensional subspace of \( L^2 \). This
subspace is then a two-sided ideal by 31F, and is therefore
a finite sum of minimal ideals. Thus \( f \) is almost invariant if and
only if \( f \) lies in a finite sum of minimal two-sided ideals. The
functions of a minimal ideal can be called minimal almost
invariant functions, and the expansion \( f = \sum f_\alpha \) can be viewed as
the unique decomposition of \( f \) into minimal almost invariant
functions.

The set of all almost invariant functions is a two-sided ideal,
being, in fact, the algebraic sum \( \sum \alpha N_\alpha \) of all the minimal ideals.
The ordinary pointwise product \( fg \) of two almost invariant
functions \( f \) and \( g \) is also almost invariant. For if \( \{f_i\} \) is a set of mixed
translates of \( f \) spanning the invariant subspace generated by \( f \)
and similarly for \( \{g_i\} \), then the finite set of functions \( \{f_ig_i\} \)
spans the set of all translates of \( fg \). Thus the set of almost in-
variant functions is a subalgebra of \( \mathcal{C}(G) \).

**Theorem.** Every continuous function on \( G \) can be uniformly
approximated by almost invariant functions.

**Proof.** If \( u \) is an approximate identity, then \( u * f \) approximates
\( f \) uniformly (for if \( u = 0 \) off \( V \), then \( |u * f(x) - f(x)| = |\int u(y)(f(y^{-1}x) - f(x)) \, dy| \leq \max_{y^{-1} \in V} ||f_y - f||_\infty \), etc.), and
it is sufficient to show that $u \ast f$ can be uniformly approximated by almost invariant functions. Let the sequence $\alpha_n$ include all the indices for which $f_{\alpha} \neq 0$ or $u_{\alpha} \neq 0$, and choose $n$ so that $\|f - \sum^n_1 f_{\alpha i}\|_2 < \epsilon$ and $\|u - \sum^n_1 u_{\alpha i}\|_2 < \epsilon$. Then $\|u \ast f - \sum^n_1 u_{\alpha i} \ast f_{\alpha i}\|_\infty = \|(u - \sum^n_1 u_{\alpha i}) \ast (f - \sum^n_1 f_{\alpha i})\|_\infty < \epsilon^2$, q.e.d.

Another proof follows from the above remark that the vector space of almost invariant functions is closed under ordinary pointwise multiplication upon invoking the Stone-Weierstrass theorem.

39E. We conclude this section by showing that the ideal theory of $L^1(G)$ is identical with that of $L^2(G)$. Since $\|f\|_1 \leq \|f\|_2$ the intersection with $L^2$ of any closed ideal $I$ in $L^1$ is a closed ideal in $L^2$. If $I \neq 0$, then $I \cap L^2 \neq 0$. In fact, $I \cap L^2$ is dense ($L^1$) in $I$, for if $0 \neq f \in I$ and $u \in L^1 \cap L^2$ belongs to an approximate identity, then $u \ast f$ belongs to $I \cap L^2$ and approximates $f$ in $L^1$. Since the $L^1$-closure of a closed ideal in $L^2$ is obviously a closed ideal in $L^1$, the mapping $I \to I \cap L^2$ is a one-to-one correspondence between the closed ideals of $L^1$ and $L^2$. The minimal ideals of $L^2$, being finite-dimensional, are identical with their $L^1$-closures and any $L^1$-closed ideal $I$ is the direct sum in the $L^1$ sense of the minimal ideals it includes. In order to see this we approximate $f \in I$ by $g \in I \cap L^2$ and $g$ by a finite sum of its components. This approximation improves in passing from the $L^2$ norm to the $L^1$ norm so that $f$ is approximated $L^1$ by a finite sum of minimal almost invariant functions in $I$.

The other $L^p$ algebras can be treated in a similar way, and a unified approach to the general kind of algebra of which these are examples has been given by Kaplansky [26], who calls such an algebra a dual algebra.

§ 40. REPRESENTATION THEORY

40A. Let $T$ be any bounded representation of $G$. That is, $T$ is a strongly continuous homomorphism $\kappa \to T_\kappa$ of $G$ onto a group of uniformly bounded linear transformations $\{T_\kappa\}$ of a normed linear space $H$ into itself.
Theorem. If $H$ is a Hilbert space, with scalar product $(u, v)$, then $[u, v] = \int (T_xu, T_xv) \, dx$ is an equivalent scalar product under which the transformations $T_x$ are all unitary.

Proof. It is clear that $[u, v]$ has all the algebraic properties of a scalar product except possibly that $u^* u = 0$. This follows from the fact that $(T_xu, T_xu)$ is a continuous function of $x$ which is positive at $x = e$. Also $[T_xu, T_yv] = \int (T_xT_yu, T_xT_yv) \, dx = [u, v]$, so that the transformations $T_x$ are all unitary in this scalar product. This completes the proof if $H$ is finite-dimensional.

If $B$ is a bound for the norms $\| T_x \| : x \in G$ and $\| u \| = (u, u)^{1/2}$, $\| u \| = [u, u]^{1/2}$, we have at once that $\| u \| \leq B \| u \|$. Since $u = T_x-v$ if $v = T_xu$, we have $\| u \| \leq B \| T_xu \|$ and therefore $\| u \| \leq B \| u \|$. Therefore the norms $\| u \|$ and $\| u \|$ are equivalent and the proof of the theorem is complete.

40B. We shall assume from now on that $T$ is always a representation of $G$ by unitary operators on a Hilbert space $H$. We know (see 32B, C) that $T$ is equivalent to a norm-decreasing, involution-preserving representation of $L^1$ by bounded operators on $H$. Since $L^2 \subset L^1$ and $\| f \|_2 \geq \| f \|_1$ if $G$ is compact and $\mu(G) = 1$, we thus have a norm-decreasing representation of $L^2(G)$, which we shall denote by the same letter $T$.

Our next arguments are valid for the $*$-representations of any $H^*$-algebra.

Theorem. Every $*$-representation of an $H^*$-algebra $A$ is uniquely expressible as a direct sum of (faithful) representations of certain of its minimal two-sided ideals.

Proof. Let $N_1$ and $N_2$ be distinct (and hence orthogonal) minimal two-sided ideals of $A$ and let $H$ be the representation space. If $f \in N_1$, $g \in N_2$ and $u, v \in H$, then $(T_fu, T_gv) = (u, T_{fg}v) = 0$ since $f^*g = 0$. If we normalize $H$ by throwing away the intersection of the nullspaces of all the operators $T_f$ and for every index $\alpha$ set $H_\alpha$ equal to the closure of the union of the ranges of the operators $T_f$ such that $f \in N_\alpha$, and set $T^\alpha$
equal to the restriction of $T$ to $N_a$, then it is clear that the subspaces $H_\alpha$ are orthogonal and add to $H$ and that $T$ is the direct sum of the representations $T^\alpha$ of the (simple) algebras $N_\alpha$. Since each $N_\alpha$ is a minimal closed ideal, it follows that $T^\alpha$ is either 0 or faithful, and the kernel of $T$ is exactly the sum of the ideals $N_\alpha$ for which $T^\alpha = 0$.

40C. The above representations $T^\alpha$ are not necessarily irreducible and we can now break them down further, although no longer in a unique manner. In our further analysis we shall focus attention on a single minimal ideal $N$ and a faithful $*$-representation $T$ of $N$ by operators on a Hilbert space $H$, it being understood that the union of the ranges of the operators $T_f$ is dense in $H$. Moreover, we shall assume that $N$ is finite-dimensional; our proof that the irreducible constituents are all equivalent is not valid if $N$ is infinite-dimensional.

Given a non-zero $v_1 \in H$, there exists a minimal left ideal $I \subset N$, with generating idempotent $e$, such that $T_ev_1 \neq 0$. Then $H_1 = \{T_fv_1 : f \in I\}$ is a finite-dimensional subspace of $H$, invariant under the operators $T_f, f \in N$, and operator isomorphic to $I$ under the correspondence $f \to T_fv_1$. That the mapping is one-to-one follows in the usual way from the observation that, if it were not, then the kernel would be a non-zero proper subideal of $I$. That it is an operator isomorphism follows from the equation $T_g(T_fv_1) = (T_gT_f)v_1 = T_{gf}v_1$, which establishes the desired relation between left multiplication by $g$ on $I$ and operating by $T_g$ on $H_1$. Finally $H_1$ is irreducible, for if $v = T_fv_1 \in H_1$, then there exists $g \in N$ such that $gf = e$, so that $T_gv = T gv_1$ and the subspace generated by $v$ is the whole of $H_1$.

If $H_1$ is a proper subspace of $H$, we take $v_2 \in H_1^\perp$ and notice that then $(T_gv_2, T_fv_1) = (v_2, T_{gf}v_1) = 0$, so that any minimal subspace derived from $v_2$ in the above manner is automatically orthogonal to $H_1$. Continuing in this way we break up $H$ into a direct sum of finite-dimensional irreducible parts $H_\alpha$. If $T^\alpha$ is the irreducible representation derived from $T$ by confining it to $H_\alpha$, then the preceding paragraph and 27E imply that the $T^\alpha$ are all equivalent. We have proved: Every faithful representation of a minimal closed ideal is a direct sum of equivalent irreducible representations.
40D. We can now restrict ourselves to the case where \( T \) is an irreducible representation on a finite-dimensional Hilbert space \( V \).

Let \( N \) be a minimal ideal on which \( T \) is an isomorphism and let \((e_{ij})\) be the matrix as described in 39B. We shall use the notation \( T(f) \) instead of \( T_f \). \( T(e_{kk}) \) is a projection since \( e_{kk}^2 = e_{kk} \); let \( V_k \) be its range. If \( v_1 \) is any non-zero vector of \( V_1 \), then \( v_j = T(e_{j1})v_1 \) is a vector in \( V_j \), for \( T(e_{jj})v_j = T(e_{jj}e_{j1})v_1 = T(e_{j1})v_1 = v_j \), and by a similar argument the vectors \( v_j \) have the property that \( v_j = T(e_{ij})v_i \). Since \( T(e_{ij})v_n = 0 \) if \( j \neq n \), the set \( v_j \) is linearly independent, and if \( V' \) is the subspace it spans, the equation \( v_j = T(e_{ij})v_i \) shows that the coefficient matrix in the expansion of any \( f \in N \) with respect to \((e_{ij})\) is identical with the matrix of \( T(f) \) with respect to the basis \( \{v_j\} \) in \( V' \). Thus \( V' \) is invariant under \( T \), and is operator isomorphic to any minimal left ideal in \( N \). Also, since \( T \) is irreducible, \( V' = V \).

If we now use the hypothesis that \( T \) is a \(*\)-representation, i.e., that \( T(f^*) = T(f)^* \), then \( \|v_j\|^2 = (T(e_{j1})v_1, T(e_{jj})v_1) = (v_1, T(e_{j1}e_{j1})v_1) = (v_1, T(e_{11})v_1) = (v_1, v_1) = \|v_1\|^2 \), and \((v_i, v_i) = (T(e_{i1})v_1, T(e_{jj})v_1) = (v_1, T(e_{11})v_1) = 0 \) if \( i \neq j \). Therefore, the basis \( \{v_i\} \) is orthonormal if \( \|v_1\| = 1 \).

We now again assume that \( T \) arises from a representation \( T_x \) of a compact group. Since \( U_x f = e^x \ast f \) on \( N \), and \( e^x(y) = e(yx^{-1}) = \sum e_{ii}(yx^{-1}) = \sum_i e_{ij}(y)e_{ji}(x^{-1})/n = \sum [e_{ij}(x)/n]e_{ij}(y) \), it follows that the matrix for \( T_x \) with respect to the orthonormal basis \( \{v_i\} \) of \( V \) is \( e_{ij}(x)/n \). Any other orthonormal basis for \( V \) arises from the one considered here by a change of basis transformation, and under this transformation the functions \( e_{ij} \) give rise to a new set of similar functions related to the new basis. We have proved:

**Theorem.** Let \( T \) be an irreducible representation of \( G \) by unitary transformations on the finite-dimensional Hilbert space \( V \). Let \( T \) be extended to \( L^2(G) \) as usual, and let \( N \) be the minimal ideal on which \( T \) is an isomorphism, the kernel of \( T \) being the regular maximal ideal \( M = N^1 \). If \( c_{ij}(x) \) is the matrix of \( T_x \) with respect to any orthonormal basis for \( V \), then the functions \( e_{ij}(x) = nc_{ij}(x) \) are matrix generators for \( N \) as in 39B, and every set of such matrix generators arises in this way.
§ 41. ALMOST PERIODIC FUNCTIONS

In this section we offer the reader an approach to almost periodic functions which as far as we know is new. We start off with the simple observation that under the uniform norm the left almost periodic functions on a topological group \( G \) form a commutative \( C^* \)-algebra (LAP) and therefore can be considered as the algebra \( \mathfrak{e}(\mathfrak{m}) \) of all complex-valued continuous functions on a compact space \( \mathfrak{m} \), the space of maximal ideals of LAP. The points of \( G \) define some of these ideals, a dense set in fact, and \( \mathfrak{m} \) can be thought of as coming from \( G \) by first identifying points that are not separated by any \( f \in \text{LAP} \), then filling in new points corresponding to the remaining ideals, and finally weakening the topology to the weak topology defined by LAP. The critical lemma states that when \( G \) is considered as a subset of \( \mathfrak{m} \) the operations of \( G \) are uniformly continuous in the topology of \( \mathfrak{m} \) and hence uniquely extensible to the whole of \( \mathfrak{m} \). We thus end up with a continuous homomorphism \( \alpha \) of \( G \) onto a dense subgroup of a compact group \( \mathfrak{m} \), with the property that the functions on \( G \) of the form \( f(\alpha(s)), f \in \mathfrak{e}(\mathfrak{m}) \), are exactly the almost periodic functions on \( G \) (i.e., that the adjoint mapping \( \alpha^* \) is an isometric isomorphism of \( \mathfrak{e}(\mathfrak{m}) \) onto LAP).

41A. A left almost periodic function on a topological group \( G \) is a bounded continuous complex-valued function \( f \) whose set of left translates \( S_f = \{ f_s, s \in G \} \) is totally bounded under the uniform norm. The reader is reminded that a metric space \( S \) is totally bounded if and only if, for every \( \varepsilon > 0 \), \( S \) can be covered by a finite number of spheres of radius \( \varepsilon \). Also, a metric space is compact if and only if it is totally bounded and complete. Since the closure \( \overline{S_f} \) of \( S_f \) in the uniform norm is automatically complete, we see that \( f \) is left almost periodic if and only if \( \overline{S_f} \) is compact. Let LAP denote the set of all left almost periodic functions on \( G \).

If \( g \) is a second function in LAP, the Cartesian product space \( \overline{S_f} \times \overline{S_g} \) is compact and the mapping \( \langle h, k \rangle \to h + k \) is continuous. Therefore the range of this mapping, the set of all sums of a function in \( S_f \) with a function in \( S_g \), is compact, and the subset \( S_{f+g} \) is therefore totally bounded. We have proved that
LAP is closed under addition, and it is clear that the same proof works for multiplication.

Now suppose that \( f^n \in \text{LAP} \) and \( f^n \) converges uniformly to \( f \). Since \( \| f^n_x - f_x \|_\infty = \| f^n - f \|_\infty \) the sequence \( f^n_x \) converges uniformly to \( f_x \), uniformly over all \( x \in G \). If, given \( \epsilon \), we choose \( f^n \) so that \( \| f^n - f \|_\infty < \epsilon/3 \) and choose the points \( x_i \) so that the set \( \{ f^n_{x_i} \} \) is \( \epsilon/3 \)-dense in \( S_f \), then the usual combination of inequalities shows that \( \{ f_{x_i} \} \) is \( \epsilon \)-dense in \( S_f \). That is, \( f \in \text{LAP} \), proving that LAP is complete.

If \( f \) is left almost periodic, then so are its real and imaginary parts and its complex conjugate. Thus LAP is closed under the involution \( f \to \overline{f} \). We have proved:

**Theorem.** Under the uniform norm the set of all left almost periodic functions on a topological group \( G \) is a commutative \( C^* \)-algebra with an identity.

**41B.** It follows from the above theorem (and 26A) that LAP is isomorphic and isometric to the space \( \mathcal{C}(\mathfrak{M}) \) of all complex-valued continuous functions on the compact Hausdorff space \( \mathfrak{M} \) of its maximal ideals. Each point \( s \in G \) defines a homomorphism \( f \to f(s) \) of LAP onto the complex numbers and there is thus a natural mapping \( \alpha \) of \( G \) into \( \mathfrak{M} \) (where \( \alpha(s) \) is the kernel of the homomorphism corresponding to \( s \)). The subsets of \( \mathfrak{M} \) of the form \( \{ M : |f(M) - k| < \epsilon \} \) form a sub-basis for the topology of \( \mathfrak{M} \). Since the inverse image under \( \alpha \) of such a set is the open set \( \{ s : |f(s) - k| < \epsilon \} \), the mapping \( \alpha \) is continuous. \( \alpha(G) \) is dense in \( \mathfrak{M} \) since otherwise there exists a non-zero continuous function on \( \mathfrak{M} \) whose correspondent on \( G \) is identically zero, a contradiction.

The mapping \( \alpha \) is, of course, in general many-to-one and it is not a priori clear that the families of unseparated points in \( S \) are the cosets of a closed normal subgroup and that \( \alpha \) therefore defines a group structure in the image \( \alpha(G) \subset \mathfrak{M} \). Supposing this question to be satisfactorily settled there still remains the problem of extending this group structure to the whole of \( \mathfrak{M} \). An analysis of these questions shows the need of a basic combinatorial lemma, which we present in the form of a direct elementary proof that a left almost periodic function is also right almost periodic.
The key device in this proof is the same as in the proof that the isometries of a compact metric space form a totally bounded set in the uniform norm.

**Lemma.** If \( f \in \text{LAP} \) and \( \epsilon > 0 \), there exists a finite set of points \( \{ b_i \} \) such that given any \( b \) one of the points \( b_i \) can be chosen so that \( |f(xby) - f(xb_iy)| < \epsilon \) for every \( x \) and \( y \).

**Proof.** Let the finite set \( \{ f_{a_i} \} \) be \( \epsilon/4 \)-dense among the left-translates of \( f \). Given \( b \in G \) and \( i, f_{a_i b} \) is within a distance \( \epsilon/4 \) of \( f_{a_i} \), for some \( j \), and letting \( i \) vary we obtain an integer-valued function \( j(i) \) such that \( \| f_{a_i b} - f_{a_i j(i)} \|_\infty < \epsilon/4 \) for every \( i \). For each such integer-valued function \( j(i) \) let us choose one such \( b \) (if there is any) and let \( \{ b_j \} \) be the finite set so obtained. Then, by the very definition of \( \{ b_j \} \), for every \( b \) there exists one of the points \( b_k \) such that \( \| f_{a_i b} - f_{a_i b_k} \|_\infty < \epsilon/2 \) for all \( i \). Since for any \( x \in G \) we can find \( a_i \) so that \( \| f_x - f_{a_i} \| < \epsilon/4 \), we have \( \| f_{a_i b} - f_{a_i b_k} \|_\infty \leq \| f_{a_i b} - f_{a_i} \|_\infty + \| f_{a_i} - f_{a_i b_k} \|_\infty + \| f_{a_i b_k} - f_{a_i b_k} \|_\infty < \epsilon/4 + \epsilon/2 + \epsilon/4 = \epsilon \). That is, for every \( b \in G \) there exists one of the points \( b_k \) such that \( |f(xby) - f(xb_ky)| < \epsilon \) for every \( x \) and \( y \), q.e.d.

**Corollary 1.** The set \( \{ f_{ij} \} \) defined by \( f_{ij}(x) = f(b_ixb_j) \) is 2\( \epsilon \)-dense in the set of all mixed translates \( \{ f_{a_i b} \} \).

**Corollary 2.** If \( x \) and \( y \) are such that \( |f(b_ixb_j) - f(b_iyb_j)| < \epsilon \) for all \( i \) and \( j \), then \( |f(uxv) - f(uyv)| < 5\epsilon \) for all \( u \) and \( v \in G \).

**Proof.** Given \( u \) and \( v \) we choose \( i \) and \( j \) so that \( \| f(uxv) - f(b_uxb_j) \|_\infty < 2\epsilon \). This inequality combines with the assumed inequality to yield \( |f(uxv) - f(uyv)| < 5\epsilon \), as desired.

41C. We now show that multiplication can be uniquely extended from \( G \) to the whole of \( \mathcal{M} \) by showing that, given \( M_1, M_2 \in \mathcal{M} \) and setting \( \hat{x} = \alpha(x) \), if \( \hat{x}_1 \to M_1 \) and \( \hat{x}_2 \to M_2 \), then \( \hat{x}_1 \hat{x}_2 \) converges. What we already know is that, given \( f \) and \( \epsilon \), there exist weak neighborhoods \( N_1 \) and \( N_2 \) of the points \( M_1 \) and \( M_2 \) respectively such that, if \( \hat{x}_1, \hat{y}_1 \in N_1 \) and \( \hat{x}_2, \hat{y}_2 \in N_2 \), then \( |f(x_1x_2) - f(y_1y_2)| < \epsilon \); this follows from the second corollary of the paragraph above upon writing \( f(x_1x_2) - f(y_1y_2) = f(x_1x_2) - f(x_1y_2) + f(x_1y_2) - f(x_2y_2) \). The family of sets \( \{ \hat{x}_1 \hat{x}_2 : x_1 \in N_1 \)
and \( x_2 \in N_2 \) obviously has the finite intersection property as \( N_1 \) and \( N_2 \) close down on \( M_1 \) and \( M_2 \) respectively, and, \( \mathfrak{M} \) being compact, the intersection of their closures is non-empty. If \( M \) and \( M' \) are two of its points, then \(| f(M) - f(M') | < \epsilon \) for every \( \epsilon > 0 \) and every \( f \in \text{LAP} \) by the second sentence above, so that \( M = M' \). We conclude that, given \( M_1 \) and \( M_2 \), there is a unique point \( M \) such that, for every weak neighborhood \( N(M) \), there exist weak neighborhoods \( N_1(M_1) \) and \( N_2(M_2) \) such that \( \hat{x}_1 \in N_1 \) and \( \hat{x}_2 \in N_2 \) imply that \( \hat{x}_1 \hat{x}_2 \in N \). This shows first that the product \( M_1 M_2 \) is uniquely defined, and second, letting \( \hat{x}_1 \) and \( \hat{x}_2 \) converge to other points in \( N_1 \) and \( N_2 \), that the product \( M_1 M_2 \) is continuous in both factors. The reader who is familiar with the theory of uniform structures will realize that the above argument is a rather clumsy way of saying that \( \hat{x}_1 \hat{x}_2 \) is a uniformly continuous function of \( \hat{x}_1 \) and \( \hat{x}_2 \) in the uniform topology of \( \mathfrak{M} \) and hence is uniquely extensible to the whole of \( \mathfrak{M} \).

We still have to show the existence and continuity of inverses, i.e., loosely, that, if \( \hat{x} \to M \), then \( x^{-1} \) converges. But by Corollary 2 of 41B, given \( f \in \text{LAP} \) and \( \epsilon > 0 \) there exists a weak neighborhood \( N(M) \) such that, if \( x, y \in N \), then \(| f(uxv) - f(uyv) | < \epsilon \) for all \( u \) and \( v \). Taking \( u = x^{-1} \) and \( v = y^{-1} \) this becomes \(| f(y^{-1}) - f(x^{-1}) | < \epsilon \) and proves exactly in the manner of the above paragraph the existence of a unique, continuous homomorphism \( M \to M^{-1} \) of \( M \) onto itself such that \( \hat{x}^{-1} = (x^{-1})^\wedge \) for all \( x \in G \). Thus \( MM^{-1} = \lim (\hat{x} \hat{x}^{-1}) = \hat{e} \) and \( M^{-1} \) is the inverse of \( M \). We have our desired theorem.

**Theorem.** If \( G \) is any topological group, there is a compact group \( \mathfrak{M} \) and a continuous homomorphism \( \alpha \) of \( G \) onto a dense subgroup of \( \mathfrak{M} \) such that a function \( f \) on \( G \) is left almost periodic if and only if there is a continuous function \( g \) on \( \mathfrak{M} \) such that \( f(s) = g(\alpha(s)) \) (i.e., \( f = \alpha^* g \)).

There is a further remark which we ought to make in connection with the above theorem, namely, that the group \( \mathfrak{M} \) is unique to within isomorphism. For if \( \mathfrak{M}' \) is any second such group, with homomorphism \( \beta \), then \( \beta^{-1} \alpha^* \) is an algebraic isomorphism of \( \mathfrak{C}(\mathfrak{M}) \) onto \( \mathfrak{C}(\mathfrak{M}') \) and defines an associated homeomorphism \( \gamma \) of \( M \) onto \( M' \). Since \( \gamma \) is obviously an extension of \( \beta \alpha^{-1} \), which is
an isomorphism on the dense subgroup $\alpha(G)$, $\gamma$ itself is an isomorphism. That is any two such groups $M$ and $M'$ are continuously isomorphic.

41D. Because of the above theorem the set of (left) almost periodic functions on a group $G$ acquires all the algebraic structure of the group algebra of a compact group. Thus any function of LAP can be uniformly approximated by almost invariant functions, that is, by almost periodic functions whose translates generate a finite-dimensional subspace of $L^\infty$. The more precise $L^2$ theorem according to which any almost periodic function has a Fourier series expansion into a series of uniquely determined minimal almost invariant functions is also available, but it has an apparent defect in that the Haar integral on the associated compact group seems to be necessary to define the scalar product. However, von Neumann [39] showed that an intrinsic definition can be given for the mean $M(f)$ of an almost periodic function by proving the following theorem.

**Theorem.** The uniformly closed convex set of functions generated by the left translates of an almost periodic function $f$ contains exactly one constant function.

The value of this constant function will, of course, be designated $M(f)$. Von Neumann proved the existence and properties of $M(f)$ by completely elementary methods, using only the definition of almost periodicity. It will be shorter for us in view of the above theory to demonstrate the existence of $M(f)$ by using the Haar integral on $\mathfrak{M}$. Since it will turn out that $M(f) = \int f \, d\mu$, we will also have proved that the expansion theory based on the von Neumann mean is identical with that taken over from the associated compact group.

**Proof of the theorem.** The convex set generated by $S_f$ is the set of finite sums $\sum c_i f(a_i x)$ such that $c_i > 0$ and $\sum c_i = 1$. We have to show that $M(f)$, and no other constant, can be approximated uniformly by such sums. In view of the isometric imbedding of $S_f$ into $C(\mathfrak{M})$ and the fact that $\alpha(G)$ is dense in $\mathfrak{M}$, it will be sufficient to prove the theorem on $\mathfrak{M}$. Given $\varepsilon$, choose $V$ so that $|f(x) - f(y)| < \varepsilon$ when $xy^{-1} \in V$ and choose $h \in L_V^+$. 
Since $\mathfrak{M}$ is compact, there exists a finite set of points $a_1, \ldots, a_n$ such that $H(x) = \sum h(xa_i^{-1}) > 0$ on $\mathfrak{M}$. The functions $g_i = h^{a_i}/H$ thus have the property that $g_i = 0$ outside of $V a_i$ and that 

$$\sum g_i(x) \equiv 1.$$ 

If $c_i = \int g_i$, then

$$\left| \int f(x) \, dx - \sum c_i f(a_i y) \right| = \left| \sum \int g_i(x)[f(xy) - f(a_i y)] \, dx \right| < \epsilon$$

since $|f(xy) - f(a_i y)| < \epsilon$ when $g_i(x) \neq 0$. Thus $M(f) = \int f$ is approximated by the element $\sum c_i f_a$, of the convex set determined by $S_f$.

Conversely, if $k$ is any number which can be so approximated, $\| k - \sum c_i f(a_i y) \|_\infty < \epsilon$, then $\| k - \int f(y) \, dy \| < \epsilon$ follows upon integrating, so that $k = \int f = M(f)$, q.e.d.

**Corollary.** Using $M(f)$ as an integral on the class of almost periodic functions, every almost periodic function has a unique $L^2$ expansion as a sum of minimal almost invariant functions.

**41E.** If $G$ is Abelian, then its associated compact group $G_c$ is both compact and Abelian, and can be readily identified. The minimal almost invariant functions on $G_c$ are, of course, its characters, and it follows that the minimal almost invariant functions on $G$ are the characters of $G_c$, for $f(x) = h(\alpha(x))$ is clearly a character on $G$ if $h$ is a character on $G_c$. The adjoint of $\alpha$ thus determines an algebraic isomorphism between the character groups of $G$ and $G_c$. Since $G_c$ is discrete, it is completely identified as being the abstract group of characters on $G$ with the discrete topology. Thus $G_c$ is the character group of $G^0$, where $G^0$ is the character group $G$, but in the discrete topology.

On an Abelian group the approximation and expansion theorem states that every almost periodic function can be uniformly approximated by linear combinations of characters and has a unique $L^2$ expansion as an infinite series of characters. In particular a function is almost periodic on the additive group of real numbers if and only if it can be uniformly approximated by linear combinations of exponentials, $\sum_{i=1}^m c_ne^{i\beta x}$. This result will become
the classical result when we have shown that the von Neumann definitions of almost periodicity and mean values are equivalent to the classical definitions. This we do in the next two theorems.

41F. Theorem. A continuous function $f$ on $\mathbb{R}$ is almost periodic if and only if, for every $\epsilon$, there exists $T$ such that in every interval of length $T$ there is at least one point $a$ such that $\| f - f_a \|_{\infty} < \epsilon$.

Proof. We first rephrase the above condition as follows: for every $\epsilon$ there exists $T$ such that for every $a$ there exists $b \in [-T, T]$ such that $\| f_a - f_b \|_{\infty} < \epsilon$.

If $f$ is assumed to be almost periodic and if the set $\{ f_a \}$ is $\epsilon$-dense in $S_f$, then we have only to take $[-T, T]$ as the smallest interval containing the points $\{ a_i \}$ to meet the rephrased condition.

Conversely, suppose that $T$ can always be found as in the rephrased condition. We first show that $f$ is uniformly continuous. To do this we choose $\delta$ such that $| f(x + t) - f(x) | < \epsilon$ if $x \in [-T, T]$ and $| t | < \delta$. Then, given any $x$, we can choose $b \in [-T, T]$ so that $\| f_x - f_b \|_{\infty} < \epsilon$ and have

$$| f(x + t) - f(x) | \leq | f(x + t) - f(b + t) |$$

$$+ | f(b + t) - f(b) | + | f(b) - f(x) | < 3\epsilon.$$

Thus $\| f - f_t \| < 3\epsilon$ if $| t | < \delta$.

Now let $\{ a_1, \ldots, a_n \}$ be $\delta$-dense on $[-T, T]$. Given $a$, we first choose $b \in [-T, T]$ so that $\| f_a - f_b \| < \epsilon$ and then $a_i$ such that $| a_i - b | < \delta$, and therefore such that $\| f_b - f_{a_i} \|_{\infty} = \| f_{b-a_i} - f \|_{\infty} < 3\epsilon$ as above. Thus $\| f_{a_i} - f_{a_i} \| \leq \| f_a - f_b \| + \| f_b - f_{a_i} \| < 4\epsilon$, proving that the set $\{ f_{a_1}, \ldots, f_{a_n} \}$ is $4\epsilon$-dense in $S_f$ and therefore that $f$ is almost periodic.

41G. Theorem. $M(f) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(x) \, dx$.

Proof. Given $\epsilon$, we choose the finite sets $\{ c_i \}$ and $\{ a_i \}$ such that $\| M(f) - \sum c_i f(x - a_i) \|_{\infty} < \epsilon$. It follows upon integrating that $M(f) - (\sum c_i \int_{-T}^{T} f(x - a_i) \, dx)/2T | < \epsilon$. If we then
choose $T > T_\epsilon = (|| f ||_* \cdot \max |a_i|)/\epsilon$, it follows that
\[
\frac{1}{2T} \int_{-T}^{T} f(x - a_i) \, dx = \frac{1}{2T} \int_{-T-a_i}^{T-a_i} f(y) \, dy = \frac{1}{2T} \int_{-T}^{T} f(y) \, dy + \delta_i
\]
where $|\delta_i| < |a_i| || f ||/T < \epsilon$. Therefore
\[
|M(f) - \frac{1}{2T} \int_{-T}^{T} f(y) \, dy| < 2\epsilon
\]
whenever $T > T_\epsilon$, q.e.d.

The alternate characterizations of almost periodicity and $M(f)$ given in the above two theorems are the classical ones for the real line. Thus the basic classical results now follow from our general theory.

41H. We ought not to close this section without some indication of the usual definition of the compact group $G_\epsilon$ associated with $G$ by its almost periodic functions. We have defined a left almost periodic function $f$ to be such that the uniform closure $\tilde{S}_f$ of the set $S_f$ of its left translates is a compact metric space. Let $U^f_a$ be the restriction of the left translation operator $U_a$ ($U_af = f_{a^{-1}}$) to $\tilde{S}_f$. $U^f_a$ is an isometry on $\tilde{S}_f$ and an elementary (but not trivial) argument shows that the homomorphism $a \to U^f_a$ of $G$ into the group of isometries on $\tilde{S}_f$ is continuous, the uniform norm being used in the latter group. Now, it can be shown by an argument similar to that of 41B that the isometries of a compact metric space form a compact group under the uniform norm. Thus the uniform closure $G_f$ of the group $\{U^f_a : a \in G\}$ is a compact metric group, and the Cartesian product $\prod_f G_f$ is compact. Let $\tilde{G}$ be the group of isometries $T$ of LAP onto itself such that for every $f$ the restriction $T^f$ of $T$ to $S_f$ belongs to $G_f$. Each isometry in $\tilde{G}$ determines a point of $\prod_f G_f$, and it is easy to see that the subset of $\prod_f G_f$ thus defined is closed and hence compact. That is, $\tilde{G}$ itself is compact if it is given the following topology: a sub-basic neighborhood of an isometry $T_0 \in \tilde{G}$ is specified in terms of a function $f \in$ LAP and a positive number $\epsilon$ as the set of isometries $T \in \tilde{G}$ such that $|| T^f - T_0^f || < \epsilon$. Also, under this topology the homomorphism $\alpha$ of $G$ into $\tilde{G}$ defined by $\alpha(s) = U_s$ is continuous.
If \( f \in \text{LAP} \), then \( |f(x) - f(y)| \leq \| f_x - f_y \|_\infty \leq \| U_x f - U_y f \| \). That is, the function \( F \) defined by \( F(U_x f) = f(x) \) is uniformly continuous on a dense subset of \( G_f \) and hence is uniquely extendible to the whole of \( G_f \). Since the projection of \( \mathcal{G} \) onto \( G_f(T \rightarrow T') \) is continuous, we may then consider \( F \) to be defined and continuous on the whole of \( \mathcal{G} \). Moreover \( F(\alpha(s)) = f(s) \) by definition. Thus for each \( f \in \text{LAP} \) there exists \( F \in \mathcal{C}(\mathcal{G}) \) such that \( f(s) = F(\alpha(s)) \). Conversely any continuous \( F \) on the compact group \( \mathcal{G} \) is almost periodic as we have observed earlier, and \( F(\alpha(s)) \) is therefore almost periodic on \( G \). Thus \( \mathcal{G} \) is (isomorphic to) the compact group associated with \( G \). This method of constructing the compact group is essentially that given by Weil [48].
Chapter IX

SOME FURTHER DEVELOPMENTS

In this chapter we shall give a brief résumé of results in areas of this general field which are still only partially explored. Our aim is not so much to expound as to indicate a few of the directions in which the reader may wish to explore the literature further. It is suggested in this connection that the reader also consult the address of Mackey [35] in which many of these topics are discussed more thoroughly.

§ 42. NON-COMMUTATIVE THEORY

42A. The Plancherel theorem. We start with the problem of the generalization of the Plancherel theorem. It may have occurred to the reader that there is a great deal of similarity between the Fourier transform on an Abelian group and the expansion of a function into a sum of minimal almost invariant functions on a compact group. The following properties are shared by the two situations. There exists a locally compact topological space $\mathcal{G}$, and with each point $\alpha \in \mathcal{G}$ there is associated a minimal translation-invariant vector space $V_\alpha$ of bounded continuous functions on $G$. For each $f \in L^1$ there is uniquely determined a component function $f_\alpha \in V_\alpha$ such that, for each fixed $x, f_\alpha(x)$ is a continuous function of $\alpha$ vanishing at infinity. There is a measure $\mu$ on $\mathcal{G}$ such that, for each $f \in L^1 \cap \Theta(G), f_\alpha(x) \in L^1(\mu)$ for each $x$ and $f(x) = \int f_\alpha(x) \, d\mu(\alpha)$. $V_\alpha$ is a (finite-dimensional) Hilbert space in a natural way, and, if $f \in L^1 \cap L^2(G)$,
then \[ || f ||^2 = \int || f(\alpha) ||^2 d\mu(\alpha) \] (Parseval's theorem). Thus the mapping \( f \to f_\alpha \) can be extended to the whole of \( L^2(G) \) preserving this equation, except that now \( f_\alpha \) is determined modulo sets of \( \mu \)-measure 0. This is the Plancherel theorem.

In each subspace \( V_\alpha \) there is a uniquely determined function \( e_\alpha \) characterized as being a central, positive definite, minimal almost invariant function. The component \( f_\alpha \) in \( V_\alpha \) of a function \( f \in L^1 \) is obtained as \( f_\alpha = f \ast e_\alpha = U_j e_\alpha \), where \( U \) is the left regular representation. The subspaces \( V_\alpha \) are invariant under \( U \), and, if \( U^\alpha \) is the restriction of \( U \) to \( V_\alpha \), then the function \( e_\alpha \) is also given by \( e_\alpha(x) = \text{trace} \ (U^\alpha_x) \). The component \( f_\alpha \) has a similar alternate characterization, \( f_\alpha(x) = \text{trace} \ (U^\alpha_x U^\alpha_j) \).

The Abelian case is simplified by the fact that the subspace \( V_\alpha \) is one-dimensional, consisting of the scalar multiples of a single character \( \alpha(x) \), but is the more complicated case in that a function \( f \) is expressed in terms of its component functions \( f_\alpha \) by an integration process rather than a summation process. The compact group case is simpler in the latter respect; \( f \) is an ordinary sum of its components \( f_\alpha \). But the subspaces \( V_\alpha \) are not one-dimensional.

It is, of course, impossible without some experience to select from the above rich collection of properties common to the compact groups and the Abelian locally compact groups those which could be expected to hold, and constitute a Plancherel theorem and its associated expansion theorem, on a locally compact group which is neither compact nor Abelian. However, the success of the above composite theory is in some sense due to the presence of sufficiently many central functions, and the extent to which it is a general phenomenon must be connected with the extent to which the general group has or does not have central functions, or at least central behavior of some kind.

What success has been achieved in the general situation has been based on von Neumann's reduction theory for rings of operators [40] which we now proceed to outline.

We suppose given a measure space \( S \), with each point \( \alpha \in S \) an associated Hilbert space \( H_\alpha \), and a vector space of functions \( f \) on \( S \) such that \( f(\alpha) \in H_\alpha \) for every \( \alpha \in S \) and \( || f(\alpha) || \in L^2(S) \).
The ordinary $L^2$-completion of this vector space is then a Hilbert space $H$ of functions $f$ of the above type, and we write $H = \int H_\alpha \, d\mu(\alpha)$, where $\mu$ is the given measure on $S$.

If we are given a separable Hilbert space $H$ and a complete Boolean algebra $\mathcal{B}$ of commuting projections on $H$, then the standard theory of unitary equivalence can be interpreted as giving a direct integral representation of $H$, $H = \int H_\alpha \, d\mu(\alpha)$, such that the projections of $\mathcal{B}$ are exactly those projections $E_C$ associated with the measurable subsets $C$ of $S$, $E_C f = \int_C f(\alpha) \, d\mu$.

If $H = \int H_\alpha \, d\mu(\alpha)$ and if $T$ is a bounded operator on $H$, then $T$ is defined to be a direct integral if and only if there exists for each $\alpha$ a bounded operator $T_\alpha$ on $H_\alpha$ such that, if $x = \int x_\alpha \, d\mu(\alpha)$ \in $H$, then $T(x) = \int (T_\alpha x_\alpha) \, d\mu(\alpha)$. One of von Neumann's basic theorems is that, if $T$ commutes with all the projections $E_C$ associated with the measurable subsets of the index space $S$, then $T$ is a direct integral.

An algebra of bounded operators on a Hilbert space $H$ is said to be weakly closed if it is a closed subset of the algebra of all bounded operators in the weak topology generated by the functions $f_{x,y}(T) = (Tx, y)$ and if it is closed under the involution $T \rightarrow T^*$. For any set $\alpha$ of operators, $\alpha'$ is defined to be the set of all operators commuting with every operator in $\alpha$. Then it is a fundamental fact that a $\ast$-closed set $\alpha$ of operators is a weakly-closed algebra if and only if $\alpha = \alpha''$.

If $\alpha$ is a weakly-closed algebra, then $\alpha \cap \alpha'$ is clearly the center of $\alpha$. The center of $\alpha$ consists only of scalar multiples of the identity if and only if the union $\alpha \cup \alpha'$ generates the algebra $B(H)$ of all bounded operators on $H$; in this case $\alpha$ is said to be a factor. Von Neumann and Murray's dimensional analysis of factors, with the resulting classification of all factors into types $I_n$, $I_\infty$, $II_1$, $II_\infty$ and $III$, is one of the basic results of the theory, but will not be gone into here.
Now let $\mathfrak{a}$ be any weakly-closed algebra of bounded operators on $H$ and let $H = \int H_{\alpha} \, d\mu(\alpha)$ be the expression of $H$ as a direct integral with respect to the center of $\mathfrak{a}$. That is, the projections $E_C$ associated with the measurable subsets $C$ of the index space are exactly the projections in the center of $\mathfrak{a}$. Let $T_n$ be a sequence of operators in $\mathfrak{a}$ which generates $\mathfrak{a}$, let $T_n = \int T_{n,\alpha} \, d\mu(\alpha)$ be the direct integral expression of $T_n$ and let $\mathfrak{a}_{a}$ be the weakly-closed algebra of bounded operators on $H_a$ generated by the sequence $T_{n,\alpha}$. Then $\mathfrak{a}$ is the direct integral of the algebras $\mathfrak{a}_{a}$ in the sense that a bounded operator $T$ on $H$ belongs to $\mathfrak{a}$ if and only if it is a direct integral $\int T_{a} \, d\mu(\alpha)$ where $T_{a} \in \mathfrak{a}_{a}$.

Another of von Neumann's fundamental theorems is that in this direct integral decomposition of $\mathfrak{a}$ almost all the algebras $\mathfrak{a}_{a}$ are factors, and that $\mathfrak{a}'$ is the direct integral of the commuting factors $\mathfrak{a}_{a}'$. Godement, Mautner and Segal ([21], [37], [38], [45]; Godement's major work in this direction is unpublished at the time of writing) have considered $L^1(G)$ on a separable unimodular locally compact group $G$ as both a right and left operator algebra on the Hilbert space $L^2(G)$ and have observed the fundamental fact that, if and $\mathcal{L}$ and $\mathcal{R}$ are the weak closures of these operator algebras, then $\mathcal{L}' = \mathcal{R}$ and $\mathcal{R}' = \mathcal{L}$. Thus the intersection $\mathcal{L} \cap \mathcal{R}$ is the center of each algebra, and von Neumann's reduction theory implies that $H = L^2(G)$ can be expressed as the direct integral of Hilbert spaces $H_a$ in such a way that each operator $A \in \mathcal{L}$ is the direct integral of operators $A_a$ acting on $H_a$, and the weakly-closed algebra $\mathcal{L}_a$ generated over $H_a$ by the operators $A_a$ is, for almost all $\alpha$, a factor.

This analysis of $\mathcal{L}$ into factors is what corresponds to the analysis of $L^1(G)$ into minimal parts in the simpler theories, and a Parseval formula is valid; if $f \in L^1 \cap L^2$, then $\|f\|_2^2 = \int \text{trace } U_{f^a}U_{f}\, d\alpha$. However, these oversimplified statements conceal a multitude of complications and the reader is referred to the literature cited above for details. Godement has so framed his work that it applies to other two-sided representations in addi-
tion to the two-sided regular representation mentioned above, and he has introduced a topology into his index space, starting with the observation that the common center $\mathcal{L} \cap \mathfrak{a}$ is a commutative $C^*$-Banach algebra and therefore is isometric to the space $\mathfrak{c}(\mathfrak{m})$ of all continuous complex-valued functions on its compact Hausdorff space of maximal ideals. The points $M \in \mathfrak{m}$, subject to certain later identifications, are Godement's indices $\alpha$. Kaplansky [28] has investigated a much narrower class of groups but obtains a much more satisfactory theory as a result.

42B. Representation theory. The above Plancherel theorem can be interpreted as the analysis of the left regular representation of $G$ into factor representations, and suggests the corresponding problem for arbitrary representations. This is not the same thing as analyzing a representation into irreducible parts, but seems to be in many ways the more natural objective. Very little is known as yet about the general representation theory of locally compact groups beyond the basic facts that sufficiently many irreducible representations always exist and are in general infinite-dimensional.

However, there is considerable literature on the representation theory of special groups and of general groups with respect to special situations. The Russians have published a series of papers (of which we have listed only one, [14]) analyzing the irreducible representations of certain finite-dimensional Lie groups. Mackey [36] has been able to subsume many of these special results under a generalization of the theory of induced representations from its classical setting in finite groups to separable unimodular locally compact groups. The representation theory of Lie groups has also been explored in its connection with the representation theory of Lie algebras.

We saw in § 32 how representations of groups are intimately associated with representations of the corresponding $L^1$-algebras. In fact, group algebras were first introduced as an aid in the study of the representations of finite groups (see [32] for a short account). Of course, the representation theory of general Banach algebras is a natural subject for study, quite apart from such motivations. Unfortunately, the results are meagre. We have cited two. One is the theorem of 26F on the representations of a
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commutative self-adjoint Banach algebra, and the other is the theorem of Gelfand and Neumark [13] to the effect that every $C^*$-algebra is isometric and isomorphic to an algebra of bounded operators on a Hilbert space. These are, of course, very restricted conclusions, but little is known of general representation theory, even for such a special case as that of a Banach algebra with an involution (see [28]).

§ 43. COMMUTATIVE THEORY

43A. The Laplace transform. Mackey [34] has observed that the kernel $e^{(x+iy)s}$ of the classical Laplace transform can be given a characterization valid on a general locally compact Abelian group in much the same way as Fourier transform theory is shifted to this setting by replacing the kernel $e^{iy\sigma}$ by the general character function $\alpha(s)$. The following description is an over-simplification but will illustrate the kind of step to be taken. We replace the mapping $s \to (x + iy)s$, where $x$ and $y$ are fixed, by a continuous homomorphism $v$ of an Abelian topological group $G$ into the additive group of the complex numbers. The set of all such homomorphisms is clearly a complex vector space $V$ and an element $v \in V$ will be called simply a vector. The kernel $e^{(x+iy)s}$ is then replaced by the kernel $e^{v(s)}$, $v \in V$, $s \in G$, and the generalized Laplace transform is the mapping $f \to F$ where

$$F(v) = \int e^{v(s)}f(s) \, ds.$$ 

A complex-valued function defined on a suitable subset of $V$ will be said to be analytic at $v$ if for every $u \in V$ the limit $F(v, u)$ of $F(v + \lambda u) - F(v)/\lambda$ exists as the complex variable $\lambda$ approaches 0. Leaving aside questions of existence, we see that formally the Laplace transform $F$ of a function $f$ on $G$ is analytic and

$$F(v, u) = \int e^{v(s)}u(s)f(s) \, ds.$$ 

Mackey has shown that in a suitably restricted $L^2$ sense a function $F$ defined on $V$ is analytic if and only if it is a Laplace transform. Many other theorems of Laplace transform theory have
natural extensions, and the abstract setting of the theory seems to lead to a fruitful point of view. In particular, it is expected that some of the theory of functions of several complex variables will be illuminated by this general formulation.

43B. Beurling's algebras. Another problem which leads to this same generalization of the Laplace transform, and which has been discussed in a special case by Beurling [4] is the theory of subalgebras of \( L^1(G) \) which are themselves \( L^1 \) spaces with respect to measures "larger than" Haar measure. The example considered in the second part of 23D is a case in point. More generally, suppose that \( \omega \) is a positive weight function on an arbitrary locally compact Abelian group such that \( \omega(xy) \leq \omega(x)\omega(y) \) for all \( x, y \in G \). Then the set \( L^\omega \) of measurable functions \( f \) such that 

\[
\int |f| \omega < \infty
\]

is the space \( L^1(\mu) \) where \( \mu(A) = \int_A \omega(s) \, ds \), and the inequality on \( \omega \) assumed above implies that \( L^\omega \) is closed under convolution and is commutative Banach algebra. A simple condition guaranteeing that \( L^\omega \) is a subset of \( L^1(G) \) is that \( \omega \) be bounded below by 1. Then every regular maximal ideal of \( L^1(G) \) defines one for \( L^\omega \) (see 24B) and the maximal ideal space of \( L^1(G) \) is identifiable with a (closed) subset of that of \( L^\omega \), generally a proper subset. The homomorphisms of \( L^\omega \) onto the complex numbers are given by functions \( \theta_M \in L^\omega(G), \hat{\theta}(M) = \int f(s)\theta_M(s)\omega(s) \, ds \), and a simple argument as in 23D shows that the product \( \theta_M(s)\omega(s) \) is a generalized character, that is, a continuous homomorphism of \( G \) into the multiplicative group of the non-zero complex numbers, and therefore that its logarithm, if it can be taken, is what we have called in the above paragraph a vector. The transforms \( \hat{f} \) of the elements \( f \in L^\omega \) are thus generally to be considered as bilateral Laplace transforms, and the theory of such algebras \( L^\omega \) merges with the general Laplace transform theory.

43C. Tauberian theorems. In case \( \omega \) is such that the convolution algebra \( L^\omega = \{ f : \int |f| \omega < \infty \} \) has the same maximal ideal space as the larger algebra \( L^1(G) \) it is natural to consider whether ideal theoretic theorems such as Wiener's Tauberian theorem remain valid. Questions of this nature were taken up by Beurling in
1938 [4] for the special case of the real line. Beurling’s basic theorem in this direction is roughly that, if

$$\int_{-\infty}^{\infty} \frac{\log|\omega(x)|}{1 + x^2} dx < \infty,$$

then $L^\omega$ is regular and the Tauberian theorem holds: every closed proper ideal lies in a regular maximal ideal.

It should be remarked that Beurling proved and leaned heavily on the formula: $||f||_\omega = \lim ||f^n||^{1/n}$. His proof uses the properties of the real numbers in an essential way and does not generalize; Gelfand’s later proof of the same formula for a general Banach algebra is based on an entirely different approach.

Returning to our main theme, we notice that the Tauberian theorem on a locally compact Abelian group can be rephrased as the assertion that any proper closed invariant subspace of $L^1(G)$ is included in a maximal one, and then can be rephrased again, via orthogonality, as the statement that every non-void translation-invariant, weakly-closed subspace of $L^\omega$ includes a minimal one (the scalar multiples of a character). In another paper [5] Beurling has demonstrated this form of the Tauberian theorem for a different space, the space of bounded continuous functions on the real line, under the topology characterized by uniform convergence on compact sets together with the convergence of the uniform norm itself. In addition he showed that unless the closed invariant subspace is one-dimensional it contains more than one exponential. This is clearly the analogue of the Segal-Kaplansky-Helson theorem, and suggests that we leave the general Tauberian problem in the following form. It is required to find conditions which will imply that a closed ideal in a commutative Banach algebra $A$ shall be the kernel of its hull, or, dually, that a weakly-closed invariant subspace of $A^*$ shall be spanned by the homomorphisms which it contains. The condition can be either on the algebra or on the subspace, and in the case of groups it can be on the measure defining the convolution algebra or on the topology used on the conjugate space.

43D. Primary ideals. Although a closed ideal in a commutative Banach algebra is not, in general, the intersection of maximal ideals (i.e., not the kernel of its hull) there are two spectacular
cases in which it is known that every closed ideal is the intersection of primary ideals, a primary ideal being defined as an ideal which is included in only one maximal ideal. The first (due to Whitney [49]) is the algebra of functions of class $C^r$ on a region of Euclidean $n$-space, its topology taking into account all derivatives up to and including order $r$.

The second (due to Schwartz [43]) is the algebra of all bounded complex-valued Baire measures on the real line which are supported by compact sets, with the topology which it acquires as the conjugate space of the space of all (not necessarily bounded) continuous functions under the topology defined by uniform convergence on compact sets. The continuous homomorphisms of this algebra into the complex numbers are given by exponentials $e^{at} (\hat{\mu}(\alpha) = \int e^{at} d\mu(t))$ and the regular maximal ideal space is thus identified with the complex plane, the transforms $\hat{\mu}$ forming an algebra of entire functions. Every primary ideal of this algebra is specified by a complex number $\alpha_0$ and an integer $n$, and consists of the measures $\mu$ such that $\hat{\mu}$ and its first $n$ derivatives vanish at $\alpha_0$. And every closed ideal is an intersection of primary ideals.

In both of these examples the presence and importance of primary ideals are connected with differentiation.

**43E.** We conclude with a brief mention of a remarkable analogy which has been studied by Levitan, partly in collaboration with Powsner, in a series of papers of which we have listed only [31]. Levitan observed that the eigen-function expansions of Sturm-Liouville differential equation theory can be regarded as a generalization of the Fourier transform theory of group algebras as discussed in Chapter VII. Specifically, let us consider the differential equation $y''' - (\rho(x) - \lambda)y = 0$ on the positive real axis, with a boundary condition at $x = 0$. With this ordinary differential equation we associate the partial differential equation $u_{xx} - u_{yy} - (\rho(x) - \rho(y))u = 0$ with initial conditions $u(x, 0) = f(x)$, $u_y(x, 0) = 0$, where $\rho$ and $f$ are even functions. The solution $u(x, y) = [T_y f](x)$ is regarded as a generalization of the translation of $f(x)$ through $y$. If generalized convolution is defined in the obvious way an $L^1$ convolution algebra is obtained
which has very far-reaching analogies with the $L^1$ group algebras. The following topics can be developed: generalized characters (eigen-functions), positive definite functions, Bochner's theorem, the $L^1$-inversion theorem and the unique measure on the transform space, and the Plancherel theorem. The theory is valid not only when the spectrum is discrete but also in the limit point case when the spectrum is continuous, although it is not yet fully worked out in the latter case. The reader is referred to the literature for further details.
The following bibliography contains only those items explicitly referred to in the text. For a more complete bibliography see the book of Weil ([48] below) for the years preceding 1938, and the address of Mackey ([35] below) for subsequent years.
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